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Abstract—Networks provide a powerful way to study complex systems of interacting objects. Detecting network communities—groups of objects that often correspond to functional modules—is crucial to understanding social, technological, and biological systems. Revealing communities allows for analysis of system properties that are invisible when considering only individual objects or the entire system, such as the identification of module boundaries and relationships or the classification of objects according to their functional roles. However, in networks where objects can simultaneously belong to multiple modules at once, the decomposition of a network into overlapping communities remains a challenge.

Here we present a new paradigm for uncovering the modular structure of complex networks, based on a decomposition of a network into any combination of overlapping, non-overlapping, and hierarchically organized communities. We demonstrate on a diverse set of networks coming from a wide range of domains that our approach leads to more accurate communities and improved identification of community boundaries. We also unify two fundamental organizing principles of complex networks: the modularity of communities and the commonly observed core-periphery structure. We show that dense network cores form as an intersection of many overlapping communities. We discover that communities in social, information, and foodweb networks have a single central dominant core while communities in protein-protein interaction as well as product co-purchasing networks have small overlaps and form many local cores.

Index Terms—Networks, Community detection, Ground-truth communities, Core-periphery structure.

1 INTRODUCTION

Networks provide a way to represent systems of interacting objects where nodes denote objects (people, proteins, webpages) and edges between the objects denote interactions (friendships, physical interactions, links). Nodes in networks organize into communities [1], which often correspond to groups of nodes that share a common property, role or function, such as functionally related proteins [2], social communities [3], or topically related webpages [4]. Communities in networks often overlap as nodes might belong to multiple communities at once. Identifying such overlapping communities in networks is a crucial step in studying the structure and dynamics of social, technological, and biological systems [2], [3], [4], [5]. For example, community detection allows us to gain insights into metabolic and protein-protein interactions, ecological foodwebs, social networks like Facebook, collaboration networks, information networks of interlinked documents, and even networks of co-purchased products [6], [7], [8], [9], [10], [11], [12]. In particular, communities allow for analysis of system properties that cannot be studied when considering only individual objects or the entire system, such as the identification of module boundaries and relationships and the classification of objects according to their functional roles [13], [14], [15], [16], [17].

Here we explore the community structure of a number of networks from many domains. We distinguish between structural and functional definitions of communities [18]. Communities are often structurally defined as sets of nodes with many connections among the members of the set and few connections to the rest of the network [1]. Communities can also be defined functionally based on the function or role of its members. For example, functional communities may correspond to social groups in social networks, scientific disciplines or
research groups in scientific collaboration networks, and biological modules in protein-protein interaction networks. The premise of community detection is that these functional communities share some degree share some common structural signature, which allows us to extract them from the network structure.

Based on this distinction one can state that the goal of community detection is to build a bridge between network structure and function. That is, to identify communities based on the network structure with the aim that such structurally identified communities would correspond to functional communities. Thus, the aim is to use community detection to identify functional communities based on their structural connectivity patterns.

In this paper we build on this view of network community detection and identify networks where we can obtain reliable external labels of functional communities. We refer to such explicitly labeled functional communities as ground-truth communities [18]. We study structural properties of such ground-truth functional communities and find that they exhibit a particular structural pattern. We discover that the probability of nodes being connected increases with the number of ground-truth communities they share. Our observation means that nodes residing in overlaps of ground-truth communities are more densely connected than nodes in the non-overlapping parts of communities. Interestingly, we also find that assumptions behind many existing overlapping community detection methods lead to the opposite conclusion that the more communities a pair of nodes shares, the less likely they are to be connected [6], [7], [8], [9], [10], [11]. Thus, as a consequence many overlapping community detection methods may not be able to properly detect ground-truth communities.

Based on the above observations we develop a new overlapping community detection method Community-Affiliation Graph Model (AGM), which views communities as overlapping “tiles” and the tile density corresponds to edge density [19]. Figure 1 illustrates the concept. Our methodology decomposes the network into a combination of overlapping, non-overlapping, and hierarchically organized communities. We compare AGM to a number of widely-used overlapping and non-overlapping community detection methods [6], [7], [10], [20] and show that AGM leads to more accurate functional communities. On average, AGM gives 50% relative improvement over existing methods in assigning nodes to their ground-truth communities in social, co-authorship, product co-purchasing, and biological networks.

Finally, we unify two fundamental organizing principles of complex networks: overlapping communities and the commonly observed core-periphery structure. While network communities are often thought of as densely linked clusters of nodes, in core-periphery network structure, the network is composed of a densely connected core and a sparsely connected periphery [21], [22], [23]. Many large networks may exhibit core-periphery structure. The network core was traditionally viewed as a single giant community and therefore it was conjectured that the core lacks internal communities [24], [25], [26], [27]. We unify those two organizing principles and show that dense network cores form as a result of many overlapping communities. Moreover, we find that foodweb, social, and web networks exhibit a single dominant core while protein-protein interaction and product co-purchasing networks contain many local cores formed around the central core.

Our methodology to decompose networks into communities provides a powerful tool for studying social, technological, and biological systems by uncovering their modular structure. Our work represents a new way of studying networks of
complex systems by bringing a shift in perspective from defining communities as densely connected nodes to conceptualizing them as overlapping tiles.

2 From Structural to Functional Definitions of Communities

The traditional structural view of network communities is based on two fundamental social network processes: triadic closure [28] and the strength of weak ties theory [29], [30]. Under this view, structural communities are often defined as corresponding to sets of nodes with many “strong” connections between the members of the community and few “weak” connections with the rest of the network (Figure 2a). However, in many domains nodes may belong to multiple communities at once, and thus the notion of structural communities has also been extended to include overlapping, hierarchical, and disassortative community structures [6], [31], [32], [33], [34].

Despite great progress in the field, we find that extending the traditional structural view to overlapping communities leads to an unnoticed consequence that nodes in community overlaps are less densely connected than nodes in the non-overlapping parts of communities (Figure 2b). (Refer to the extended version of the paper [35] for details.) We find this hidden consequence to be present in many existing approaches to overlapping community detection [6], [7], [8], [9], [10], [11].

We examine a diverse set of six networks drawn from a wide range of domains including social, collaboration, and co-purchasing networks for which we obtain explicitly labeled functional communities, which we refer to as the ground-truth communities [18]. For example, in social networks we take ground-truth communities to be social interest-based groups to which people explicitly join. In product networks, ground-truth communities correspond to product categories [35]. Note that ground-truth communities are not defined based on some observed node attribute or property (like, user’s age or user’s homework in a case of a social network). The idea behind ground-truth communities is that they would correspond to true functional modules in complex networks. While the obtained ground-truth labels may sometimes be noisy or incomplete, consistency and robustness of the results suggests that the ground-truth labels are overall reliable.1

By studying the structure of ground-truth communities we find that two nodes are more likely to be connected if they have multiple ground-truth communities in common (Figure 3). For example, in the LiveJournal online social network (Table 1), the edge probability jumps from $\sim 10^{-6}$ for nodes that share no ground-truth communities to 0.1 for nodes that have one ground-truth community in common and keeps increasing all the way to 0.7 as nodes

1. Networks with ground-truth communities can be downloaded from http://snap.stanford.edu/agm.
share more communities (Figure 3a). This implies that the area of overlap between two communities has a higher average density of edges than an area that falls in just a single community (Figure 2c).

Our observation is intuitive and consistent across several domains. For example, proteins belonging to multiple common functional modules are more likely to interact [2], people who share multiple interests have a higher chance of becoming friends [36], and researchers with many common interests are more likely to collaborate [36].

2.1 Defining Structural Communities as Tiles

We think of communities as analogous to overlapping “tiles”. Thus, just as the overlap of two tiles leads to a higher tile height in the overlapping area, the overlap of two communities leads to higher density of edges in the overlap. (Figure 1 illustrates the concept.) The composition of many overlapping communities then gives rise to the global structure of the network.

Conceptually, our methodology represents a shift in perspective from structurally modeling communities as sets of densely linked nodes to modeling communities as overlapping tiles where the network emerges as a result of the overlap of many communities. Our structural definition of communities departs from the strength of weak ties theory [30] and is consistent with the earlier web of group affiliations social network theory [37], which postulates that edges arise due to shared community affiliations.

Our findings here also have implications for the understanding of homophily, which is one of the primary forces that shape the formation of social networks [36]. Homophily is the tendency of individuals to connect to others with similar tastes and preferences. Based on [30], it has been commonly assumed that homophily operates in “pockets” and thus nodes that have neighbors in other communities are less likely to share the attributes of those neighbors (as in Figures 2a, 2b). In contrast, our results are implying pluralistic homophily where the similarity of nodes is proportional to the number of shared memberships/functions, not just their similarity along a single dimension. In a multidimensional network, the most central nodes are those that have the most shared dimensions.

3 Decomposition of Networks into Communities

In order to model communities in a network we define a Community-Affiliation Graph Model (AGM) [19]. In our model, edges of the underlying network arise due to shared community memberships (Figure 4a) [38], [39]. The AGM parameterizes each community A with a single parameter \( p_A \). Two nodes that belong to community A then form an edge in the underlying network with probability \( p_A \). Each community A generates edges between its members independently; however, if two nodes have already been connected, then the duplicate edge is not included in the network.

The AGM naturally models communities with dense overlaps (Figures 4a, 4b). Pairs of nodes that belong to multiple common communities become connected in the underlying network with a higher probability, since for each shared community the nodes are given an independent chance of forming an edge.

The flexible nature of the AGM allows for modeling a wide range of network community structures, such as non-overlapping, hierarchically nested, and overlapping communities (Figures 4c, 4e, 4d). Given a bipartite community affiliation graph and a probability \( p_A \) for each community A, the AGM allows us to generate synthetic networks with realistic community structures, a procedure useful in and of itself.

Using the AGM, we can also identify and analyze community structure of real-world networks. We accomplish decomposition of a given network into communities by fitting the AGM to the network with tools of statistical inference. We combine a maximum-likelihood approach with convex optimization and a Monte Carlo sampling algorithm on the space of community affiliation graphs [19], [35], [40]. This technique allows us to efficiently search for the community affiliation graph that gives the observed network the greatest likelihood. To automatically determine the number of communities in a given network, we apply techniques from statistical regularization and sparse model estimation [35].

4 Accuracy of Detected Communities

Next, we aim to infer functional communities based only on the structure of a given unlabeled undirected network.
4.1 Qualitative Evaluation

As an illustrative example, we consider a Facebook friendship network of a single user’s friends (Figure 5a and Table 1). In order to obtain labels for ground-truth communities, we asked the user to manually organize his Facebook friends into communities. The user classified his friends into four communities corresponding to his high-school, workplace, and two communities of university friends. The visualization of the same network using communities in Figure 5b shows that the network in Figure 5a is in fact composed of the overlaps of the four communities. In this example, the goal of community detection is to identify the communities in Figure 5b based only on the connectivity structure of the network in Figure 5a.

Due to an implicit assumption that nodes in community overlaps are less densely connected than nodes in the non-overlapping parts of communities (Figure 2b), many overlapping community detection approaches [6], [7], [8], [9], [10], [11] fail to properly detect communities in this network. For example, Figures 5c, 5d, and 5e illustrate the result of applying Clique Percolation [10], Link Clustering [6], and Mixed-Membership Stochastic Block Model [7] to the Facebook network in Figure 5a. We also give a formal argument that explains the behavior of these methods in the Appendix A.1 and the extended version [35].

When we use the AGM to analyze the Facebook network, the AGM automatically detects four communities (Figure 6), which is the same as the number identified by the user. Moreover, the communities detected by the AGM nearly perfectly correspond to communities identified by the user. The AGM correctly determines community overlaps and community memberships for 94% of the user’s friends.

4.2 Quantitative Evaluation

We also perform a large-scale quantitative evaluation on AGM on biological, social, collaboration, and product networks where functional communities are explicitly labeled [18]. The networks represent a wide range of sizes and edge densities, as well as amounts of community overlap. We compare the AGM to a number of widely used overlapping and non-overlapping community de-
We consider the Facebook ego-network of a particular user, the full LiveJournal online social network, the Florida bay foodweb network, the Stanford University web graph, the literature-curated *Saccharomyces cerevisiae* protein-protein interaction (PPI) network, and the Amazon product co-purchasing network. Network statistics: \( N \): Number of nodes, \( E \): Number of edges, \( \langle C \rangle \): Average clustering coefficient, \( D \): Effective diameter, \( \langle k \rangle \): Average node degree. Properties of detected communities: \( K \): Number of communities, \( \langle S \rangle \): Average detected community size, \( \langle A \rangle \): Average number of community memberships per node. The networks vary from those with modular to highly overlapping community structure and represent a wide range of edge densities. While the number of communities detected by AGM varies, the average community size is quite stable across the networks. Average number of community memberships per node reveals that communities in the foodweb overlap most pervasively, while in PPI and social networks overlaps are smallest.

<table>
<thead>
<tr>
<th>Network</th>
<th>( N )</th>
<th>( E )</th>
<th>( \langle C \rangle )</th>
<th>( D )</th>
<th>( \langle k \rangle )</th>
<th>( K )</th>
<th>( \langle S \rangle )</th>
<th>( \langle A \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>183</td>
<td>2,873</td>
<td>0.56</td>
<td>2.80</td>
<td>31.40</td>
<td>4</td>
<td>70.8</td>
<td>1.5</td>
</tr>
<tr>
<td>Social network</td>
<td>3,997,962</td>
<td>34,681,189</td>
<td>0.28</td>
<td>6.47</td>
<td>17.35</td>
<td>29,774</td>
<td>83.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Foodweb</td>
<td>128</td>
<td>2,075</td>
<td>0.33</td>
<td>1.90</td>
<td>32.42</td>
<td>5</td>
<td>54.4</td>
<td>2.1</td>
</tr>
<tr>
<td>Web graph</td>
<td>255,265</td>
<td>1,941,926</td>
<td>0.62</td>
<td>9.36</td>
<td>15.21</td>
<td>5,000</td>
<td>83.3</td>
<td>1.6</td>
</tr>
<tr>
<td>PPI network</td>
<td>1,213</td>
<td>2,556</td>
<td>0.33</td>
<td>10.50</td>
<td>4.21</td>
<td>40</td>
<td>31.6</td>
<td>1.0</td>
</tr>
<tr>
<td>Product network</td>
<td>334,863</td>
<td>925,872</td>
<td>0.40</td>
<td>15.00</td>
<td>5.53</td>
<td>9,020</td>
<td>50.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

### 5 Communities, Pluralistic Homophily, and Core-Periphery Structure

The AGM also makes it possible to gain well-founded insights into the community structure of networks. In particular, we discover that overlapping communities lead to a global core-periphery network structure. Core-periphery structure captures the notion that many networks decompose into a densely connected core and a sparsely connected periphery [21], [22]. The core-periphery structure is a pervasive and crucial characteristic of large networks [23], [24], [42].

We discover that a network core forms as a result of *pluralistic homophily* where the connectedness of nodes is proportional to the number of shared community memberships, and not just their similarity along a single dimension or community. Thus, the network core forms as a result of many overlapping communities. The average number of community memberships of a node decreases with
Fig. 5: An example on a Facebook friendship network of a particular user. (a) Facebook friendship network of a single user. (b) The same network but with communities explicitly labeled by the user: high-school friends, colleagues at the workplace, and university friends with whom the user plays basketball and squash. Communities are denoted by filled regions. Notice that nodes in the overlap of communities have higher density of edges. (c-e) Results of applying (c) Clique Percolation, (d) Link Clustering, and (e) Mixed-Membership Stochastic Block Model to the Facebook network.

Fig. 6: AGM on the Facebook network from Figure 5. AGM successfully decomposes the network into different tiles (communities) and correctly determines community overlaps as well as community memberships for 94% of the nodes.

Therefore, we show that even in the presence of many communities, pluralistic homophily leads to dense community overlaps, which cause a global core-periphery network structure.

A further examination of the amount of community overlap reveals that social, web, and foodweb networks in Table 1 have a single central dominant core (Figure 8a). On the other hand, communities in protein and product networks have small overlaps and also form many local cores (Figure 8b). In particular, protein communities only slightly overlap and form local cores as well as a small global core (Figure 8d). Small overlaps of protein communities can be explained by the fact that communities act as functional modules, and it would be hard for the cell to independently control heavily overlapping modules [2], [6]. Communities of co-purchased products can also be thought of as functional modules since the products in a community are bought together for a specific purpose. On the other hand, foodweb communities overlap pervasively while forming a single dominant core. This leads to a flower-like overlapping community structure (Fig-
(b) PPI network

Fig. 7: Overlapping communities lead to global core-periphery network structure. The average (and the 10\textsuperscript{th} percentiles) of the number of community memberships \((m)(d)\) as a function of its farness centrality \(d\), defined as the average shortest path length of a given node to all other nodes of the network [3]. (a) LiveJournal social network, (b) Saccharomyces cerevisiae PPI network. Number of community memberships of a node decreases with its farness centrality. Nodes that reside in the center of the network (and have small shortest path distances to other nodes of the network) belong to the highest number of communities. This means that core-periphery structure forms due to community overlaps. Communities in the periphery tend to be non-overlapping while communities in the core overlap pervasively.

6 Conclusion

In closing, we note that our approach builds on the previous work on community detection \([6],[7],[8],[9],[10],[11],[12],[13],[14],[15],[16]\). We examine an implicit assumption of sparsely connected community overlaps and find that regions of the network where communities overlap have higher density of edges than the non-overlapping regions.

We then rethink classical structural definitions of communities and develop the AGM, which models structural communities as overlapping tiles. Using our well-founded approach we find that all networks considered in this study exhibit a core-periphery structure where nodes that belong to multiple communities reside in the core of the network. However, networks have different kinds of core-periphery structure depending on the mechanism for community formation in the networks. Dense community overlaps also explain the mixed success of present community detection methods when applied to large networks \([24],[27]\).

Our work also enhances our understanding of homophily as one of the most fundamental social forces. Homophily in networks has been traditionally thought to operate in small pockets/clusters. Thus, nodes that have neighbors in other communities were considered less likely to share properties of those neighbors. In contrast, our results are implying pluralistic homophily where the similarity of nodes’ properties is proportional to the number of shared community memberships. In a network, the most central nodes are those that have the most shared properties/functions/communities with others. More generally, our work provides a shift in perspective from conceptualizing communities as densely connected sets of nodes to defining them as overlapping tiles and represents a new way of studying complex systems.
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Appendix A

A.1 Detecting Densely Overlapping Communities

We next show that three popular community detection methods Clique Percolation \([10],[44]\); Link Clustering \([6]\); and Stochastic Block Model \([7],[45]\) cannot properly detect communities with dense overlaps.

A.1.1 Clique Percolation

First, we analyze the Clique Percolation method and show that it may not properly detect two overlapping communities from Figure 2c. Clique Percolation Method (CPM) has a single input parameter \(k\) which determines the size of the maximal cliques that the algorithm looks for. For example, Figure 9 shows the result of CPM on the network of Figure 2c where the overlap between the two communities is denser than the individual communities. When \(k = 3\), CPM finds a community that covers the whole network because the clique in the overlap connects the cliques in the left community and the right community, whereas CPM finds a community of the overlap when \(k = 4\).
Fig. 8: **Primary and secondary cores in networks.** (a) The fraction of nodes $C(a)$ in the largest connected component of the induced subgraph on the nodes who belong to at least $a$ communities. By thinking of a network as a valley where peaks correspond to cores and peripheries to lowlands, our methodology is analogous to flooding lowlands and measuring the fraction of the largest island. A high $C(a)$ means that there is a single dominant core (peak), while a low $C(a)$ suggests the existence of nontrivial secondary cores. (b) Probability density $P(o)$ of the maximum overlap $o$. Maximum overlap $o_A$ of a given community $A$ is defined as the fraction of $A$’s nodes that are in the overlap with any other community. Communities in the PPI, social, and product co-purchasing networks are mostly non-overlapping whereas the communities in the foodweb and the web graph are pervasively overlapping. (c) Communities detected by the AGM in the foodweb form a single central core. (d) Communities in the PPI network form many secondary cores.

In addition to Clique Percolation Method, there are many other overlapping community detection methods that are based on expanding the maximal cliques. These methods (for example, Greedy clique expansion [46] and EAGLE [47]) also suffer from the same problem.

**A.1.2 Stochastic Block Models**

We show that three variants of stochastic block models are unable to correctly discover communities with dense overlaps: the traditional Stochastic Block Model [45], the Degree-Corrected Stochastic Block Model [48] and the Mixed-Membership Stochastic Block Model [7]. Based on the input matrix from Figure 2c, all three models identify three blocks as illustrated in Figure 10. The reason for this is that the edge probability between two nodes that belong to communities $A$ and $B$ is weighted average of $P(A, A)$ and $P(B, B)$, where $P(X, Y)$ is an edge probability between a node in community $X$ and a node in community $Y$. This means that the edge probability between the two
network of two communities with dense overlaps. Given a network with two communities and a dense overlap, Clique Percolation method would report a community that (depending on the parameter settings) either (a) includes both communities, or (b) it would find a small community consisting only of the overlap.

Fig. 9: Clique Percolation method cannot detect communities with dense overlaps. Given a network with two communities and a dense overlap, Clique Percolation method would report a community that (depending on the parameter settings) either (a) includes both communities, or (b) it would find a small community consisting only of the overlap.

nodes that share multiple communities is smaller than the maximum of \( P(A,A) \) and \( P(B,B) \) (due to the weighted summation). Therefore, the edge probability between overlapping nodes cannot be higher than the edge probability between nodes in an individual community. We also note that in principle one could apply post-processing of communities detected by stochastic block models to identify which of the detected structural communities actually correspond to overlaps of functional communities. However, it is not immediately clear how to develop such post-processing method.

A.1.3 Link Clustering

Lastly, we show that the Link Clustering [6] is not able to correctly detect overlapping communities with dense overlaps. Link Clustering performs hierarchical clustering with the edges of the given network based on the Jaccard similarity between the adjacent nodes of the edges. Since edge density in the area of community overlap is higher, this means that the Jaccard similarity between the adjacent nodes will be higher, which in turn means that Link Clustering will identify the edges in the overlap as a separate community. (Refer to the extended version [35] for details.)

A.2 Metrics of Community Detection Accuracy

We focus the evaluation of community detection methods on their ability to correctly identify overlapping communities.

To quantify the performance, we measure the level of agreement between the detected and the ground-truth communities. Given a network \( G(V,E) \), we consider a set of ground truth communities \( C^* \) and a set of detected communities \( \hat{C} \), where each ground-truth community \( C_i \in C^* \) and each detected community \( \hat{C}_i \in \hat{C} \) is defined by a set of its member nodes. To compare \( \hat{C} \) and \( C^* \), we use four performance metrics:

**Average F1 score** [49]: We compute \( F_g(C_i) = \max_j F1(C_i, \hat{C}_j) \) for each ground-truth community \( C_i \) and \( F_d(\hat{C}_i) = \max_j F1(C_j, \hat{C}_i) \) for each detected community \( \hat{C}_i \), where \( F1(S_1,S_2) \) is the harmonic mean of precision and recall between two node sets \( S_1, S_2 \). The average F1 score is \( \frac{1}{2}(\bar{F}_g + \bar{F}_d) \) where \( \bar{F}_g = \frac{1}{|C^*|} \sum_i F_g(C_i) \) and \( \bar{F}_d = \frac{1}{|\hat{C}|} \sum_i F_d(\hat{C}_i) \).

**Omega Index** [50]: For each pair of nodes \( u, v \in V \), we define \( C_{uv} \) to be the set of ground-truth communities to which both \( u \) and \( v \) belong and \( \hat{C}_{uv} \) to be the set of detected communities to which the both nodes belong. Then the Omega Index is \( \frac{1}{|V|^2} \sum_{u,v \in V} 1\{|C_{uv}| = |\hat{C}_{uv}|\} \).

**Normalized Mutual Information** [12]: We compute \( 1 - \frac{1}{\log|C^*|} (H(C^*|\hat{C}) + H(\hat{C}|C^*)) \), where \( H(A|B) \) is the extension of entropy when \( A, B \) are sets of sets [12].

**Accuracy in the number of communities**: \( 1 - \frac{\| C^* - \hat{C} \|}{|C^*|} \), which is the relative error in predicting the number of communities.

A.3 Applying AGM to Social, Product, and Collaboration Networks

Figure 11a displays the composite performance of each of the 5 methods over the six networks with ground-truth communities. Overall, we notice that AGM gives best overall performance on all networks except the Amazon, where it ties with MMSB. Furthermore, AGM detects highest quality communities for most individual performance
metrics in all networks. On average, the composite performance of AGM is 3.40, which is 61% higher than that of Link Clustering (2.10), 50% higher than that of CPM (2.41), 30% higher than that of Infomap and 8% higher than that of MMSB (3.25). The absolute average value of Omega Index of AGM over the 6 networks is 0.46, which is 21% higher than Link Clustering (0.38), 22% higher than CPM (0.37), 5% higher than Infomap (0.44) and 26% higher than MMSB (0.36).

In terms of absolute values of scores, AGM archives the average F1 score of 0.57, average Omega index of 0.46, Mutual Information of 0.15 and accuracy of the number of communities 0.42. We also note that AGM also outperforms CPM with other values of $k$ ($k = 3, 4, 6$).

### A.4 Applying AGM to Biological Networks

We also evaluate the performance of AGM on the four types of protein-protein interaction (PPI) networks of *Saccharomyces cerevisiae* [6]. As performance metrics, we compute the average statistical significance of detected communities ($p$-value) for the three types of Gene Ontology (GO) terms (biological process, cellular component and molecular function) [41]. We consider negative logarithm of average $p$-values for each of the three GO term types as three separate scores.

Figure 11b displays the composite performance in the four PPI networks. We observe that the AGM attains the best composite performance in all four networks. On average, the composite performance of AGM is 3.00, which is 150% higher than that of Link Clustering (1.20), 163% higher than that of CPM (1.14), 148% higher than that of Infomap (1.21) and 12 times higher than that of MMSB (0.08). We further investigated the poor performance of MMSB on these networks and found it is due to the fact that MMSB tends to find very large communities consisting of more than 80% of the nodes.
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S1 Data description: Networks with ground-truth communities

One of the challenges of the research on network community detection is in evaluation of obtained network communities. The main challenge stems from the fact that labeled ground-truth communities are require significant effort to obtain. Thus, it is very hard to quantify on a large scale the performance of a given community detection method. In this sense identifying a diverse set of networks where ground-truth communities are explicitly labeled can have significant impact on the field.

We identified networks where nodes explicitly state their ground-truth community memberships. We first describe the source of labels for ground-truth communities and then argue why they correspond to “real” underlying communities.

We consider a set of 6 large social, collaboration and information networks, where for each network we identify a graph and a set of explicitly labeled ground-truth communities. We did our best to identify networks in which such ground-truth communities can be reliably defined and identified based on functional roles of the nodes. In particular, we define ground-truth communities based on common affiliations, social circles, roles, activities, interests, functions, or some other properties around which networks organize into communities. Network sizes range from hundreds of thousand to hundreds of millions of nodes and billions of edges. Even though our networks come from a diverse set of domains and the labels of individual ground-truth communities may include some noise, the results are surprisingly robust and consistent.

Social networks. First we consider four very different online social networks (the LiveJournal blogging community [5], the Friendster online network [42], the Orkut social network [42], and the Youtube social network [42]) where users create explicit groups which other users then join. Such groups serve as organizing principles of nodes in social networks and are focused on specific topics, interests, hobbies, affiliations, and geographical regions. Groups range from small to very large and are created based on specific topics, interests, hobbies and geographical regions. For example, LiveJournal categorizes groups into the following types: culture, entertainment, expression, fandom, life/style, life/support, gaming, sports, student life and technology. Overall, there are over three hundred thousand explicitly defined groups in LiveJournal. Similarly, users in Friendster as well as in Orkut and Youtube define topic-based groups that others then join. The Friendster and Orkut networks have more than a million explicitly defined groups and each user can join to one or more groups. We consider each such explicitly created group as a ground-truth community.

The LiveJournal network was provided to us by Lars Backstrom [5], the Friendster net-
Table S1: Networks with ground-truth communities. $N$: Number of nodes, $E$: Number of edges, $\langle C \rangle$: Average clustering coefficient [61], $\langle D \rangle$: Average shortest path length, $\langle k \rangle$: Average node degree. Properties of ground-truth communities: $K$: Number of communities, $S$: Average community size, $A$: Community memberships per node. Additional networks used in this study are described in Table S2. All our networks are complete and publicly available at http://snap.stanford.edu/agm.

work was made public by the Internet Archive\(^1\), and the Orkut and Youtube networks were kindly provided to us by Alan Mislove [42].

**Amazon product co-purchasing network.** The second type of network data we consider is the Amazon product co-purchasing network [37]. The nodes of the network represent products and edges link commonly co-purchased products. Each product (i.e., node) belongs to one or more hierarchically organized product categories and products from the same category define a group which we view as a ground-truth community. This means members of the same community share a common function or role, and each level of the product hierarchy defines a set of hierarchically nested and overlapping communities. We crawled this network using the Amazon API [37].

**DBLP collaboration network.** We consider the collaboration networks of DBLP [5], where nodes represent authors and edges connect nodes that have co-authored a paper. We use publication venues as ground-truth communities which serve as proxies for highly overlapping scientific communities around which the network then organizes. This network was provided to us by Lars Backstrom.

**Ground-truth network characteristics.** Table S1 gives the dataset statistics. Observe that the size of the networks ranges between hundreds of thousands to hundreds of millions of nodes and billions of edges. The number of ground-truth communities varies from hundreds to millions and there is also a range in ground-truth community sizes and node membership distribution.

All our networks are complete and are publicly available at http://snap.stanford.edu/agm. For each of these networks we identified a sensible way of defining ground-truth communities that serve as organizational units of these networks.

Even though our networks come from very different domains and individual labels may be noisy or even incomplete, the results we present here are robust and consistent across all the datasets. Our work is consistent with the premise that is implicit in all network commu-

\(^1\)http://www.archive.org/details/friendster-dataset-201107
nity literature: members of “real” communities share some (latent/unobserved) property or affiliation that serves as an organizing principle of the nodes and makes them well-connected in the network. Here we use groups around which communities organize to explicitly define ground-truth.

**Data preprocessing.** To represent all networks in a consistent way we drop edge directions and consider each network as an unweighted undirected static graph. Because members of the group may be disconnected in the network, we consider each connected component of the group as a separate ground-truth community. However, we allow ground-truth communities to be nested and to overlap (i.e., a node can be a member of multiple groups at once).

**Community size and membership size distribution.** Next we present the distribution of the various properties of ground-truth communities. Our goal here is to investigate properties of ground-truth communities and demonstrate that such sets of nodes in fact correspond to “real” network communities.

Previous literature found that the size of communities, i.e., the number of the nodes in communities, follows a heavy-tailed distribution [1, 47, 65]. Figure S1 shows the CCDF (complementary cumulative distribution function) of the sizes of ground-truth communities in the 6 networks. The distribution appears to follow a heavy-tailed distribution, which for LiveJournal, YouTube and Amazon appears to be power-law.

Figure S2 shows that the CCDF of the distribution of the number of communities a node is member of. We observe it exhibits a power-law decay, but the distributions do not show a long tail in some data sets such as Orkut, DBLP, and Amazon. This is in accordance with Palla et al. [47] who reported that the distribution of node memberships, i.e., the number of the communities that a node belongs to, tends to follow a power-law.

Last, we also examine the statistics of the community overlaps. We focus on overlaps between a pair of ground-truth communities and report the absolute and fractional size of the overlap between two communities. Figure S3 shows the distribution of the absolute overlap sizes. We observe that the distributions follow a power-law, as also observed by Palla et al. [47] on detected (not ground-truth) communities. In addition, we investigate how ground-truth communities overlap: Do ground-truth communities overlap in a nested structure? Or, do they overlap only for a small fraction of members? To do this, we measure the fraction $f$ of the size of the overlap $A \cap B$ between two communities $A, B$ to the size of the smaller community, $\min(|A|, |B|)$ ($f = |A \cap B|/\min(|A|, |B|)$). $f$ being close to 1 means a nested structure where the larger community includes the smaller one, and small $f$ means overlap in the fringe. Figure S4 plots the distribution of the overlap fraction $f$. The Amazon network shows high probability at $f = 1$ because the ground-truth communities form a nested structure by construction. In social networks and the DBLP network, most overlaps take a small fraction of individual communities, which is reasonable as each community has its own special interests.
Figure S1: **Ground-truth community size distribution.** Complementary cumulative distribution function $F_c(s)$ of the size of ground-truth communities, $s$. The size of a ground-truth community denotes the number of nodes belonging to the ground-truth community.

Figure S2: **Node membership distribution.** Complementary cumulative distribution function $F_e(m)$ of the number of communities $m$ nodes belong to.
Figure S3: Community overlap distribution. Complementary cumulative distribution function $F_c(o)$ of the size of overlaps between pairs of ground-truth communities, $o$. The size of an overlap is the number of the nodes that belong to the overlap.

Figure S4: Relative community overlap. Histogram (probability) $p(f)$ of the fraction of the relative overlap size $f$. When ground-truth communities $A, B$ overlap $A \cap B$ then $f = |A \cap B|/\min(|A|, |B|)$, where $\min(x, y)$ is the smaller of $x$ and $y$. 

7
Empirical observation: Community overlaps have higher density of edges

The availability of reliable ground-truth communities allows us to empirically study their structure and enhance our understanding of how nodes organize themselves into communities. We analyze how nodes of ground-truth communities connect to each other, how they connect to the rest of the network, and how they overlap. This way we can empirically study on a large scale how real communities map on the underlying network structure. Based on empirical findings presented here, we will later develop a novel model and a new method for detecting overlapping communities in networks.

**Empirical observation.** Communities in networks form overlaps in a way that nodes belong to multiple communities simultaneously. As demonstrated in previous section ground-truth communities overlap and many nodes belong to multiple communities at once (Figures S2 and S3).

We study the structure of community overlap simply by asking what is the probability that a pair of nodes is connected if they share membership to \(k\) common ground-truth communities. Figure S5 plots this probability for all six datasets for which we have the ground-truth community data.

We notice that all curves are steeply increasing. This means that, the more communities a pair of nodes has in common, the higher the probability of them being connected. Notice the effect of shared memberships on the edge probability is very strong. For example, in LiveJournal, if a pair of nodes has 4 communities in common, the probability of friendship is nearly 50\%. To appreciate how strong the effect of shared communities is on edge probability, one has to note that all of our networks are extremely sparse. The background probability of a random pair of nodes being connected is \(\approx 10^{-5}\), while as soon as a pair of nodes shares two communities, their probability of linking increases by 4 orders of magnitude (from \(10^{-5}\) to \(10^{-1}\)).

We note that all other data sets exhibit similar behavior — the probability of a pair of nodes being connected approaches 1 as the number of common communities increases. While in online social networks the edge probability exhibits a diminishing-returns-like growth, in DBLP, it appears to follow a threshold-like behavior.

In retrospective, the above result is very intuitive: People sharing multiple interests have a higher chance of becoming friends [41], researchers with many common interests are more likely to work together [49], and proteins belonging to multiple common functional modules are more likely to interact [22, 32].

**Implications for community detection.** Our finding in Figure S5 suggests communities overlap as illustrated in Figure S6a. In particular, we can think of communities as being analogous to tiles, where tile overlaps lead to higher thickness of tiles, that is, community overlaps lead to higher density of edges (Figure S6a illustrates the concept).

Even though this notion of network communities is very intuitive, it is also very different from present literature that mostly defines communities as clusters of densely connected nodes. In particular, the predominant view of network communities today is based on two fundamental social network processes: triadic closure [61] and “strength of weak ties” [25]. This leads to the picture of network communities as illustrated in Figure S6b. Applying
Figure S5: Community overlaps are more densely connected than the non-overlapping parts of communities. Edge probability $P(k)$ between two nodes given that two nodes share $k$ communities. We observe that $P(k)$ is an increasing function of $k$ in all the networks. For the purpose of this plot, we use the 5,000 ground-truth communities that are most cohesive in each data set [62].

this view to the case of overlapping communities leads to the (arguably unnatural) structure of community overlaps as illustrated in Figure S6c. On the other hand, our novel view of network communities as overlapping tiles is consistent with works of Simmel [57] on web of affiliations, and Feld [19] on focused organization of social ties. In both of these views networks consist of overlapping “tiles” or “social circles” that serve as organizing principles of nodes in networks.
Figure S6: **Three different definitions of network communities.** Three networks (top) and corresponding adjacency matrices (bottom). We find (a) that as nodes share multiple communities, they are more likely to link which leads to densely connected community overlaps. However, most existing community detection methods either assume that (b) communities do not overlap or that (c) community overlaps are less well-connected than the non-overlapping parts of communities. Moreover, most existing community detection methods cannot properly detect communities with overlaps as in (a).
Figure S7: **Clique percolation method cannot detect communities with dense overlaps.** Given a network with two communities and a dense overlap, Clique percolation method would report a community that (depending on the parameter settings) either include both communities ((a)), or it would find a small community consisting only of the overlap ((b)).

## S3 Consequences for present community detection approaches

Having established that communities overlap as illustrated in Figure S6a we next show that present state-of-the-art community detection methods fail to properly detect communities with such overlaps. In particular, we show that three state-of-the-art overlapping community detection methods Clique percolation [47, 36], Link clustering [1], and Stochastic block model [2, 28] all fail to properly detect communities with dense overlaps (Figure S6a).

### S3.1 Clique percolation

First we analyze the Clique percolation method and show that it fails to properly detect two overlapping communities as illustrated in Figure S6a.

Clique percolation method (CPM) has a single input parameter $k$ which determines the size of the maximal cliques that the algorithm looks for. After finding all the $k$-cliques on the given network, the method merges two $k$-cliques if they share $k - 1$ nodes. Overlaps can happen when the nodes in the overlaps belong to multiple $k$ cliques that cannot be merged. When an overlap is denser, however, nodes in the overlap form many $k$-cliques themselves and the $k$ cliques in the overlap would be likely to merge together. In this case, the method would either identify the overlap as a separate community, or merge adjacent communities through $k$-cliques in the overlap.

For example, Figure S7 shows the result of CPM on the network of Figure S6a where the overlap between the two communities is denser than the individual communities. When $k = 3$, CPM finds a community that covers the whole network because the clique in the overlap connects the cliques in the left community and the right community, whereas CPM finds a community of the overlap when $k = 4$.

In addition to Clique percolation method, there are many other overlapping community detection methods that are based on expanding the maximal cliques. These methods (for example, Greedy clique expansion [35] and EAGLE [56]) also suffer from the same problem.
Figure S8: **Link clustering cannot detect communities with dense overlaps.** A network with two overlapping communities and the outcome of Link clustering. Link clustering builds a dendrogram with solid lines which finds the overlap as a separate community. The merger of the overlap and the single community regions (the right and the left communities), described by the dotted lines in the dendrogram, cannot happen as Link clustering will stop the algorithm because of the decrease in the partition density.

By the same reasoning that we used for Clique percolation, we can see that none of these clique expansion methods is able to discover densely overlapping communities. For example, in the networks in Figure S7, neither EAGLE nor Greedy clique expansion could correctly identify the red overlapping nodes. As all the red nodes form a maximal clique, both methods will regard the red nodes as a single community, and there is no way to tell that the red nodes belong to more than one community.

### S3.2 Link clustering

Next we show that the Link clustering [1] also suffers from similar problems as the Clique percolation. Link clustering performs hierarchical clustering on the edges of the given network. For each pair of edges \((i, k)\) and \((j, k)\) that shares a single node \(k\), Link clustering computes the Jaccard similarity \(JAC(n(i), n(j))\) between the sets of neighbors \(n(i)\) and \(n(j)\) of node \(i\) and \(j\) and builds a dendrogram by merging the pair of edges with the highest Jaccard similarity. Finally, Link clustering cuts the dendrogram at the point where the partition density, a quality function proposed in [1], is maximized. In the following, we show that Link clustering does not discover the true communities when their overlaps are more densely connected than each individual community.
We consider a network with two overlapping communities $A$ and $B$ with their overlap $O$ (Figure S8). Let $A$ and $B$ each contain $X + Y$ nodes and $O$ contains $X$ nodes. The total number of nodes in the network is thus $X + 2Y$. Moreover, assume that the nodes in an individual community are connected with probability $p$, and that the nodes in the overlap have a higher probability of being connected, say $2p$. Now let’s consider the case where the number of nodes in the overlap is not larger than the number belonging a single community ($X \leq Y$).

Now consider that Link clustering computes Jaccard similarity between the neighbors of nodes $u$ and $v$. Without the loss of generality we can have one of the four cases:

- (1) $u \in O$ and $v \in O$
- (2) $u \in A \setminus O$ and $v \in A \setminus O$
- (3) $u \in A \setminus O$ and $v \in O$
- (4) $u \in A \setminus O$ and $v \in B \setminus O$

We will now show that the Jaccard similarity between a pair of edges in case (1) is higher than in case (2), and that (2) is higher than (3), which is naturally higher than (4). This means that Link clustering will first merge edges between nodes in $O$, and only then merge the edges between nodes in $A \setminus O$ and edges between nodes in $B \setminus O$. Last, Link clustering will merge the edges with one endpoint in $O$ and the other in $A \setminus O$ ($B \setminus O$). This process will produce the dendrogram illustrated in Figure S8. In particular, this means that regardless where one cuts the dendrogram, Link clustering will fail to correctly identify the community structure of the simple network in Figure S8.

To show this more formally we proceed as follows. Let’s consider nodes $a_1, a_2 \in A \setminus O$ and nodes $o_1, o_2 \in O$, and their neighbors $n(a_1), n(a_2), n(o_1), n(o_2)$. We show that in expectation the following is true:

$$\frac{|n(o_1) \cap n(o_2)|}{|n(o_1)| + |n(o_2)|} > \frac{|n(a_1) \cap n(a_2)|}{|n(a_1)| + |n(a_2)|} > \frac{|n(a_1) \cap n(o_1)|}{|n(a_1)| + |n(o_1)|}$$

The above inequalities are equivalent to $JAC(n(o_1), n(o_2)) > JAC(n(a_1) and n(a_2)) > JAC(n(a_1), n(o_1))$. We have $|n(o_1)| = |n(o_2)| = 2pX + 2pY$, $|n(a_1)| = |n(a_2)| = pX + pY$ and we aim to compute the expected values of the sizes of the intersections between $n(o_1), n(o_2), n(a_1)$, and $n(a_2)$. For example, $|n(o_1) \cap n(o_2)|$ is $4p^2X + 2p^2Y$ in expectation because $o_1$ and $o_2$ have a common neighbor in single community regions ($2Y$ nodes) with probability $p^2$ and in overlap ($X$ nodes) with probability $(2p)^2$. By the same logic, $|n(a_1) \cap n(a_2)| = p^2X + p^2Y$, and $|n(a_1) \cap n(o_1)| = 2p^2X + p^2Y$. From these, we derive the following:

$$\frac{|n(o_1) \cap n(o_2)|}{|n(o_1)| + |n(o_2)|} = \frac{2X + Y}{2X + 2Y} > \frac{p}{2} = \frac{|n(a_1) \cap n(a_2)|}{|n(a_1)| + |n(a_2)|} \geq \frac{2X + Y}{3X + 3Y} = \frac{|n(a_1) \cap n(o_1)|}{|n(a_1)| + |n(o_1)|},$$

where the last inequality $1/2 \geq (2X + Y)/(3X + 3Y)$ comes from our assumption that $X \leq Y$. Therefore, Link clustering yields dendrogram in Figure S8, which first merges edges in $O$ and then merges edges in the two non-overlapping parts $(A \setminus O, B \setminus O)$ and only then merges edges between the overlapping and the non-overlapping parts $(O, A \setminus O), (O, B \setminus O)$. 
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Figure S9: **Example of Link clustering on densely overlapping communities.** From the network at the top, Link clustering produces the dendrogram at the bottom. Since the method first groups the overlapping nodes (nodes 5, 6, 7, 8) together, it is unable to find that these overlapping nodes belong to both communities.

Figure S9 gives a concrete example of a networks where the result of Link clustering gives counterintuitive results. Green nodes (1, 2, 3, 4) belong to one community, blue nodes (9, 10, 11, 12) belong to the second community and red nodes (5, 6, 7, 8) belong to both communities. As we showed in our analysis, Link clustering merges the edges inside the overlaps (between the red nodes) together and then it merges the nodes in a non-overlapping part (between the green nodes or between the blue nodes). Consequently, Link clustering identifies the overlap of the communities as a separate community and is unable to find that the overlapping nodes belong to two communities at the same time.

**S3.3 Stochastic block models**

Last, we briefly mention that various kinds of stochastic block models [2, 28, 31] also will not be able to correctly discover communities with dense overlaps. We show this for three variants of stochastic block models: the traditional stochastic block model [28], the Degree-corrected stochastic block model [31] as well as the Mixed-membership stochastic block model [2].

The Stochastic block model [28] partitions a network into disjoint blocks and assigns an edge probability to each block. The only way for the model to increase the edge probability among the nodes in the community overlap is to regard overlaps as separate communities with higher edge density than the individual non-overlapping parts of communities. For example, Figure S10 illustrates the adjacency matrix of the network from Figure S6a and the block structure as discovered by the stochastic block model. Instead of two overlapping three communities are discovered.

The degree-corrected stochastic block model [31] relaxes the assumption that nodes in the same community have similar degrees. By assigning a high degree to nodes in community overlaps, it might be possible to extend the model to increase the edge probability between
overlapping nodes without treating the overlap as a separate community. However, the present version of the model assumes non-overlapping community structure and thus it cannot tell that the overlapping nodes belong to multiple communities.

Last, the mixed-membership stochastic block model can discover overlapping communities. However, the model cannot express dense community overlaps. In fact based on the input matrix from Figure S6a the model will identify three blocks as illustrated in Figure S10. The reason for this is that the edge probability between two nodes that belong to communities $A$ and $B$ is weighted average of $P(A, A)$, $P(A, B)$, and $P(B, B)$, where $P(X, Y)$ is an edge probability between a node in community $X$ and a node in community $Y$. This means that the edge probability between the two nodes that share multiple communities is smaller than the maximum of $P(A, A)$ and $P(B, B)$ (due to the weighted summation). Therefore, the edge probability between overlapping nodes cannot be higher than the edge probability between nodes in an individual community.

**S3.4 Other models of network communities**

Our findings here present a new way of thinking about network communities as overlapping tiles. In particular, in the same way as thickness of tiles increases in the areas where the tiles overlap, the “thickness” (i.e., density) of edges increases in the areas where two or more communities overlap. To best of our knowledge our work here is the first to make these observations and build the conceptual understanding. However, we were able to identify a small number of other community detection methods that should in principle be able to correctly identify densely overlapping communities (as illustrated in Figure S6a). We note that none of these methods has been tested specifically whether it can detect densely overlapping communities.

First method that is likely to be able to detect densely overlapping communities is a statistical model of network communities by Ball et al. [6]. In particular, Ball et al. present an extension of stochastic block model where node community memberships are not modeled by a multinomial distribution but every node $i$ maintains a factor $k_{i,c}$ that models the amount by which node $i$ belongs to community $c$. This way one can think of node membership being described by a non-normalized multinomial distribution which allows for modeling an increased density of the edges in the community overlaps. However, due to model’s generality the model inference method is not particularly scalable. Similarly, Mørup et al. [43] developed a non-parametric Bayesian multiple membership latent feature model for networks where edges of the network are generated by using a “soft-OR” function. And last, Gregory et al. [26] also developed a heuristic method for network community detection for which our analysis shows that it might be able to correctly identify densely overlapping communities.

**S4 Mathematical model of communities: the AGM model**

We just illustrated that most commonly used state-of-the-art community detection methods fail to properly detect communities with dense overlaps. And thus a new approach is needed.
S4.1 The Community-Affiliation Graph Model

Next we develop a model-based community detection method that successfully detects overlapping, non-overlapping, as well as nested communities in networks. First, we present a simple, conceptual model of network formation, which naturally leads to densely overlapping communities. Then, we describe a method to ‘fit’ the model to a given network and this discover communities. The code of our approach to community detection is available at http://snap.stanford.edu/agm.

We build on Breiger’s foundational work [11] where it has been recognized that communities arise due to shared group affiliations [11, 19, 57]. We present the Community-Affiliation Graph Model (AGM), a simple probabilistic generative model for networks that captures the observed phenomena and reliably reproduces the organization of networks into communities and the structure of community overlaps [?].

Consider a pair of people that are members of several different interest based communities. By having more interests in common, they are more likely to meet and link. Based on this example we require two ingredients: a way to capture memberships of nodes to communities and then a mechanism that gives nodes that share several communities multiple chances to create links among each other.

To capture memberships of nodes to communities we use a bipartite affiliation graph that links nodes of the network to communities that they belong to. We obtain the second ingredient by assigning a single parameter to each community. This parameter captures the probability that nodes belonging to that community create an edge. Nodes belonging to multiple common communities get multiple chances to form links. Thus, naturally, the more communities a pair of nodes shares, the higher is the probability of linking.

Figure S11a illustrates the essence of our model. We start with a bipartite graph where the nodes at the bottom represent the nodes of the social network and the nodes on the top represent communities. The edges between nodes of the network (bottom) and the communities (top) indicate node-community memberships. We denote the bipartite affiliation graph as $B(V, C, M)$, where $V$ denotes the set of nodes of the original network $G$, $C$ is a set
Figure S11: **Community-Affiliation Graph Model.** (a) Community-Affiliation Graph Model (AGM): Circles represent communities and squares represent the nodes of the observed network. Edges represent node community memberships. (b) Network generated by the Community-Affiliation Graph Model in (a). The AGM (b) accurately models dense community overlaps.

of communities, and there is an edge \((u, c) \in M\) from node \(u \in V\) to community \(c \in C\) if node \(u\) belongs to community \(c\).

Now, given the affiliation network \(B(V, C, M)\), we describe the process to generate the underlying network \(G(V, E)\). To achieve this we need to specify the process that generates the edges \(E\) of \(G\) given the affiliation graph \(B\). We consider a simple parameterization where we assign a parameter \(p_c\) to every community \(c \in C\). The parameter \(p_c\) models the probability of an edge forming between two members of the community \(c\). In other words, we simply generate an edge between a pair of nodes that belongs to community \(c\) with probability \(p_c\). Each community \(c\) creates edges independently. However, if the two nodes have already been connected via some other common community membership, then the duplicate edge is not included in the graph \(G(V, E)\).

**Definition 1.** Let \(B(V, C, M)\) be a bipartite graph where \(V\) is a set of nodes, \(C\) is a set of communities, and an edge \((u, c) \in M\) connects node \(u \in V\) to community \(c \in C\) if \(u\) belongs to community \(c\) in the network \(G\). Also, let \(\{p_c\}\) be a set of probabilities for all \(c \in C\). Given the affiliation network \(B(V, C, M)\) and \(\{p_c\}\), the Community-Affiliation Graph Model generates a graph \(G(V, E)\) where the node set \(V\) and the edge set \(E\) are defined as follows. For each pair of nodes \(u, v \in V\), the AGM creates edge \((u, v) \in E\) with probability \(p(u, v)\):

\[
p(u, v) = 1 - \prod_{k \in C_{uv}} (1 - p_k),
\]

where \(C_{uv} \subseteq C\) is a set of communities that \(u\) and \(v\) share (\(C_{uv} = \{c | (u, c), (v, c) \in M\}\)).

Note that this simple process already ensures that pairs of nodes that belong to multiple common communities are more likely to link. This is due to the fact that nodes that share multiple community memberships receive multiple chances to create a link. For example, pairs of nodes in the overlap of communities \(A\) and \(B\) (but not to \(C\)) in Figure S11a get two chances to create an edge. First they can be connected with probability \(p_A\) (due to their
Figure S12: **Flexibility of AGM.** AGM allows for rich modeling of network communities: (a) non-overlapping, (b) nested, (c) overlapping. In (a) we can assume that nodes in disjoint communities connect with small probability $\varepsilon$ which allows for sparse links between communities $A$ and $B$.

member in community $A$), and then also with probability $p_B$ (due to membership in $B$). While pairs of nodes residing in the non-overlapping region of $A$ link with probability $p_A$, nodes in the overlap link with probability $1 - (1 - p_A)(1 - p_B) = p_A + p_B - p_A p_B \geq p_A$, which means that overlaps of communities are more densely connected than the non-overlapping parts.

In the formulation of Equation 1, AGM does not account for the edges between the nodes that do not share any common communities. To account for this, we simply assume that nodes which have no communities in common link with a small probability $\varepsilon$. In all our experiments we simply set $\varepsilon = 1/|V|^2$, where $|V|$ is the number of nodes in a given network.

S4.2 Flexibility of AGM

Figure S12 illustrates the flexible nature of the Community-Affiliation Graph Model that allows for modeling any combination of network community structures: Traditional non-overlapping communities can be modeled by the affiliation graph where each network node links only to a single community node (Figure S12a). Hierarchically nested communities can be modeled by the affiliation graph where subsets of network nodes belong to more and more specialized communities (Figure S12b). Communities with overlaps can be modeled by the affiliation graph where some nodes belong to multiple communities while other nodes belong to only one community.

S4.3 Community detection with AGM

Having defined the AGM model we now explain how we detect network communities by fitting the AGM to a given network. Given network $G(V, E)$, we aim to detect communities by fitting the AGM (i.e., finding affiliation graph $B$ and parameters $\{p_c\}$) to the underlying network $G$ by maximizing the likelihood $L(B, \{p_c\}) = P(G|B, \{p_c\})$:

$$\arg\max_{B, \{p_c\}} L(B, \{p_c\}) = \prod_{(u,v) \in E} p(u,v) \prod_{(u,v) \notin E} (1 - p(u,v))$$ (2)
To maximize the likelihood $L$ we employ coordinate ascent strategy where we update $\{p_c\}$ fixing $B$ and then we update $B$ with $\{p_c\}$ fixed.

For now we assume the number of communities $K$ ($K = |C|$) is known. We later show how to automatically determine $K$. We start the process by generating a random affiliation graph $B$ on $|V|$ network nodes and $K$ community nodes. We then proceed by updating $\{p_c\}$.

**Updating $\{p_c\}$**. With $B$ fixed, we aim to find $\{p_c\}$ by solving the following optimization problem:

$$\arg \max_{\{p_c\}} \prod_{(u,v) \in E} (1 - \prod_{k \in C_{uv}} (1 - p_k)) \prod_{(u,v) \notin E} (\prod_{k \in C_{uv}} (1 - p_k)) \tag{3}$$

with the constraints $0 \leq p_c \leq 1$. Now, we show that we can convert it to a convex optimization problem.

We maximize the logarithm of the likelihood and change variables with $e^{-x_k} = 1 - p_k$:

$$\arg \max_{\{x_c\}} \sum_{(u,v) \in E} \log(1 - e^{-\sum_{k \in C_{uv}} x_k}) - \sum_{(u,v) \notin E} \sum_{k \in C_{uv}} x_k$$

The constraints $0 \leq p_c \leq 1$ become $x_c \geq 0$. This problem is a convex optimization of $\{x_c\}$ and can be thus solved efficiently using convex optimization techniques.

**Updating $B$**. Now, given fixed $\{p_c\}$ we aim to update $B$, while maximizing the likelihood. To this end we use the Metropolis-Hastings [14, 46] algorithm where we slowly update $B$ using small local modifications to it. Given the current community affiliation graph $B(V, C, M)$, we consider three kinds of local modifications to generate a new community affiliation graph $B'(V, C, M')$. As $V$ and $C$ remain the same, we just need to update $M$ to $M'$:

- **LEAVE**: Choose a node-community pair $(u, c) \in M$ uniformly at random and let $M' = M \setminus \{(u, c)\}$.
- **JOIN**: Choose a node-community pair $(u, c) \notin M$ uniformly at random and let $M' = M \cup \{(u, c)\}$.
- **SWITCH**: Choose a node-community pair $(u, c1) \in M$, $(u, c2) \notin M$ at uniformly random and let $M' = (M \setminus \{(u, c1)\}) \cup \{(u, c2)\}$.

Once we have generated new community affiliation $B'$, we accept $B'$ with the Metropolis-Hastings rule. If $B'$ achieves higher likelihood than $B$, we accept $B'$. Otherwise, we accept $B'$ with probability $L(B', \{p_c\})/L(B, \{p_c\})$.

We experimented with many synthetic and real-world networks, and found that the Markov chain of fitting AGM exhibits relatively quick convergence as the likelihood does not increase after roughly $O(|V|^2)$ steps. Although this is not a rigorous performance guarantee, results show that the fitting method works quite well in practice. The algorithm can fit AGM to the networks with up to a few thousand nodes in a reasonable amount of time. Figure S14b shows how the log-likelihood of the Facebook ego-network (Figure 3a of the main paper) converges after about 10,000 iterations.

**Identifiability of AGM**. Our first test of the AGM community detection method is to examine whether our fitting method can recover the model parameters given a synthetic
network that was generated by the AGM model itself. Assume a synthetic network $G^*$ that is generated by AGM using some input parameters $B^*, \{p_c\}^*$. Now our goal is to recover $B^*, \{p_c\}^*$ based only on the network $G^*$.

For example, we generated a network with the overlapping communities such that 100 nodes belong to community $A$, 100 nodes belong to community $B$, and 50 nodes belong to both communities. We set $p_A^* = p_B^* = 0.3$ and generate the network $G^*$. Now given $G^*$ we identify communities by fitting AGM to the synthetic network $G$. The AGM can discover communities $A$ and $B$ with perfect accuracy and estimate $p_A, p_B$ very closely ($p_A = 0.30, p_B = 0.29$). Figure S14a shows the likelihood as a function of the number of iterations. After 3,000 iterations, the likelihood reaches a plateau and converges.

We also considered a more general cases where we generated some random $B^*$ and randomly assigned parameters $\{p_c\}^*$. In nearly all cases our algorithm was successfully able to recover parameters $B^*$ and $\{p_c\}^*$ given only the synthetic network $G^*$.

**S4.4 Automatically finding the number of communities**

To initialize $B(V, C, M)$, we need to set the number of communities $K = |C|$, which in practice is not known in advance. To resolve this, we develop a method to automatically estimate the number of communities. Our approach is based on statistical regularization techniques [58].

Our strategy begins with a candidate set of a large number of communities that might exist in a given network. We generate this candidate set by fitting AGM using a very large number of communities $K$. Then, we keep removing redundant communities using $l_1$-regularization until we observe a drop in the log-likelihood. We observe a threshold like behavior of the log-likelihood $a$ as a function of the regularization parameter. We choose
Figure S14: Convergence of fitting the AGM to a given network. The likelihood of AGM versus the number of iterations of Metropolis-Hastings measured on a synthetic network generated by AGM (a) and a Facebook ego-network (b). In both cases AGM reaches converges after around 10,000 iterations and accurately discovers communities.

minimum number $k^*$ of communities before the log-likelihood drops. This way we find the minimum number $k^*$ of communities that is still sufficient to model the structure of a given network.

More precisely we proceed as follows. First, we use a very large number of communities ($|C_0| = O(|V|)$) to fit AGM on the given network $G(V, E)$ and obtain the resulting bipartite community affiliation graph $B_0(V, C_0, M_0)$.

Note that not every community found in $B_0$ is important. This $B_0$ is a set of candidate communities from which we find a set of communities that are very likely to exist. Key intuition is that we can ignore communities if their corresponding $p_c$ is 0. Therefore, we aim to reduce the number of communities in $B_0$ by forcing more and more parameters $p_c$ to zero.

We apply $l_1$-regularization with parameter $\lambda$ to a problem of fitting $\{p_c\}$ to $B_0$. At each value of $\lambda$, we solve the following problem:

$$\{\hat{p}_c(\lambda)\} = \arg\max_{\{p_c\}} P(G|B_0, \{p_c\}) - \lambda \sum_c |p_c|$$

Solution $\{\hat{p}_c(\lambda)\}$ is a sparse vector with only few individual $\hat{p}_c \neq 0$. Non-zero $\hat{p}_c$ act as indicators of active communities in $B_0$. We construct $B(\lambda)(V, C(\lambda), M(\lambda))$ by taking the communities in $B_0$ with non-zero $p_c(\lambda)$. Each such $B(\lambda)$ represents a set of active communities at the regularization intensity $\lambda$.

Now our goal is to find the value of regularization parameter $\lambda$ such that we discover the true number of communities in the network. We achieve this by measuring how well $B(\lambda)$ can represent $G(V, E)$ by measuring its likelihood $L(B(\lambda)) = \max_{\{p_c\}} P(G|B(\lambda), \{p_c\})$. Likelihood $L(B(\lambda))$ tells us how well $G(V, E)$ can be explained when we use only $C(\lambda)$ communities. For example, Figure S15 plots $L(B(\lambda))$ and $K(\lambda)$ measured on a network that has $K^* = 2$ true communities.

Notice that whereas $K(\lambda)$ is an almost strictly decreasing function of $\lambda$, $L(B(\lambda))$ seems to be a step function which is flat until $\lambda$ reaches some threshold and then suddenly drops.
Figure S15: **Automatically determining the number of communities in a given network.** We plot various quantities as a function of regularization intensity $\lambda$ using two Y-axes. $K^*$: The true number of communities (using the left axis). $K(\lambda)$: The number of communities we estimate under regularization intensity $\lambda$ (using the left axis). $L'(B(\lambda))$: The normalized likelihood of $B(\lambda)$ (using right axis). $\sigma(\lambda)$: The sigmoid function fit to normalized $L(B(\lambda))$ (using right axis). Pink dotted vertical line: $\lambda^*$ at which $\sigma(\lambda^*)$ falls below 0.25 (using the right axis). Red horizontal line, the estimated (as well as the true) number of communities.

This suggests that no more than $K(\lambda)$ communities are needed to explain $G(V,E)$ when $\lambda$ is relatively small. In other words, $K(\lambda)$ with high $L(B(\lambda))$ gives us a upper bound for the number of communities that exist on the network. The tight upper bound happens at the point at which $L(B(\lambda))$ suddenly drops, and we report such $K(\lambda)$ measured at the quick drop of $L(B(\lambda))$ as our estimate for the number of communities.

Since we cannot examine all possible values of $\lambda$, detecting the exact value of $\lambda$ at which $L(B(\lambda))$ suddenly drops is a challenging task. To find such $\lambda$ accurately, we approximate $L(B(\lambda))$ by the sigmoid function $\sigma(\lambda) = \frac{1}{1+e^{\alpha\lambda+\beta}}$. We first normalize $L(B(\lambda))$ into $L'(B(\lambda))$ so that the maximum over $\lambda$ is 1 and the minimum is 0, and then we fit the sigmoid function $\sigma(\lambda)$ to $L'(B(\lambda))$ by finding the optimal parameters $\alpha$ and $\beta$ [12]. Then we compute $\lambda^*$ such that $\sigma(\lambda^*) = \delta$ for some constant $\delta \ll 1$, and $K(\lambda^*)$ is our estimate for the number of communities. We experimented with various values of $\delta$ and found that setting $\delta = 0.25$ is a reasonable choice.

For example, in Figure S15, our strategy estimates the true number of communities correctly. In the experiments on the real-world networks, our strategy succeeds to estimate the true number of communities more accurately than other methods (Section S5).

The run time of this method mostly depends on fitting $B_0$ because solving Problem 4 can be done efficiently due to its convexity. Therefore the overhead of automatically finding the number of communities bring little computational overhead in practice. More importantly, with this method we can use the AGM without any parameters using the following two-step strategy. When a network is given, we first estimate the number of communities $\hat{K}$ in the
Figure S16: **Ring of cliques.** Ring of cliques $K_m$ (a complete graph of $m$ nodes) considered in [21], where the authors show that Modularity-based methods fail to detect each $K_m$ as a separate community. In our experiments, AGM successfully discovers each $K_m$ as a separate community.

network, and then fit the AGM using our estimate $\hat{K}$.

### S4.5 AGM does not suffer from the “resolution” limit

Many community detection methods suffer from the “resolution limit” [8, 21, 24]. In particular, Fortunato et al. [21] showed that Modularity has a resolution limit in a sense that Modularity cannot detect communities if they are too small.

A ring of cliques (illustrated in Figure S16) is an example of a graph where the resolution limit can be reliably studied. The ring of cliques consists of $n$ cliques $K_m$, where each $K_m$ is a complete graph on $m$ nodes. The cliques are then connected into a ring by adding a single edge between two consecutive cliques. On such a graph we expect a given community detection method to $n$ find communities—each $K_m$ is a separate community. However, [21] proved that the Modularity-based methods fail to discover each $K_m$ as a separate community if $n$ is larger than the square root of the number of edges in the network, i.e., Modularity-based methods fail for a network consisting of many small modules.

We run AGM for the same values of $n, m$ used in [21] ($n = 30, m = 5$), and find that AGM correctly identifies both the number of communities $n$ as well as detects each $K_m$ as a separate community. We also experimented with many other values for $n$ and $m$ (e.g., $n = 50, m = 10$, $n = 100, m = 10$) and observed that AGM perfectly identifies each $K_m$ as a community. From these experiments we conclude that AGM does not suffer from the resolution limit.
S4.6 Anecdotal comparison between AGM and the existing methods

In the main text, we gave an example of Facebook network where AGM correctly identifies overlapping network communities while the existing methods fail. In this section, we show two more anecdotal evidences: Network of famous philosophers in Wikipedia [1], and the *E.Coli* metabolic network [1].

First, we apply the AGM to the network of Wikipedia pages for famous philosophers [1] (Table S2), where the nodes are the Wikipedia pages and the edges mean hyperlinks between the pages. For the sake of visualization, we show the communities that Francis Bacon belongs to (Fig. ??). Our AGM detects two communities that Bacon belongs to: one with scientists and the other with philosophers (Fig. S17a), whereas existing methods fail to produce as interpretable results as AGM (Fig. S17b, S17c, and S17d).

Second, we also consider the *E.Coli* metabolic network [1] where nodes are metabolites and edges mean interactions. Here, the existing methods miss the communities shared by very important metabolites. For example, between H2O and CO2, the three existing methods that we consider report that the two metabolites [47, 1, 2] share only one community, whereas the AGM detects 18 communities shared by the two metabolites.
Figure S17: **Examples of detected communities in the network of Wikipedia articles for philosophers (a–d)**. The detected communities that Francis Bacon belongs to are displayed by filled regions. (a) The AGM detects two communities which represent Bacon’s connections to scientists and to philosophers respectively. On the other hand, clique percolation (b), link clustering (c), and mixed-membership block models (d) detect less interpretable communities.
S5 Experiments: Networks with ground-truth communities

In this section we evaluate the performance of AGM and compare it to the state-of-the-art community detection methods on a range of networks from a number of different domains and research areas. We perform experiments on the 6 networks described in Section S1 (Table S1) for which we have explicitly labeled ground-truth communities. Availability of ground-truth communities allows us to quantify the ‘accuracy’ of community detection methods by comparing the level of correspondence between the detected and the ground-truth communities.

S5.1 Experimental setup

We focus on the evaluation of community detection methods on their ability to correctly identify overlapping communities. With this purpose in mind, running community detection algorithms on a whole network is not an effective way for two reasons. First, for some nodes we have no ground-truth community labels. And more importantly, none of the community detection algorithms that we consider is scalable to the size of networks we consider here.

To resolve this we proceed by finding subnetworks with highly overlapping community structure from a given network $G(V,E)$. To obtain one such subnetwork we pick a random node $u \in V$ that belongs to more than one ground-truth community and then take the induced subgraph of $G$ consisting of all the nodes that share at least one ground-truth community membership with $u$. Figure S18 illustrates how a subnetwork (right) is created from $G(V,E)$ (left) when the red node $u$ is chosen. We identify all the member nodes of the communities that the red node belongs to and then construct the induced subgraph on the right. This way we obtain subgraphs that are of reasonable size and contain fully labeled overlapping communities.

We sample 500 subnetworks for each of the six networks from Table S1. We control the sampled networks to have similar number of ground-truth communities across the data sets. In particular, we sample 100 networks for each of 2, 3, 4, 5 communities on each network. And the last 100 sampled networks have more than 5 communities.

We also considered many alternative ways of obtaining small enough subnetworks so that community detection algorithms could be run. For example, we considered a strategy where given a network $G(V,E)$, we pick a random node $u \in V$ and find a set of nodes $V_u$ that are less than 2-hop away from $u$. We then construct the induced subgraph of $V_u$ and take communities that have more than 50% of their members in this induced subgraph. We also considered the approach where we created a random set of “connected” communities that either share an edge or a node. In all these cases the results we obtained were qualitatively similar and lead to same conclusions.

S5.2 Methods for comparison

In order to evaluate performance, we compare AGM to existing, state of the art community detection methods. We choose the four most prominent community detection methods:
Figure S18: **Sampling subnetworks with community overlaps.** On the left is a part
of a full network $G(V, E)$ and on the right is the subnetwork that we sample. We randomly
pick a node (the red node on the left) and then construct a subnetwork consisting of the
communities that the red node belongs to.

- Link clustering (LC) [1]
- Clique Percolation Method (CPM) [47]
- Infomap [55]
- Mixed membership stochastic blockmodel (MMSB) [2]

Link clustering, the Clique percolation method and Mixed membership stochastic block-
models are regarded as state-of-the-art algorithms for detecting overlapping communities,
and Infomap is a state-of-the-art method for detecting non-overlapping communities.

While Infomap and Link clustering are parameter-free, the Clique percolation method
requires an input parameter $k$ that determines the size of cliques to be percolated. We
choose the clique size $k = 5$ as we find that CPM with $k = 5$ estimates the number of
communities most accurately in all the networks. CPM with $k = 6$ tends to estimate too
few communities and CPM with $k = 4$ detects too many communities. MMSB requires the
number of communities to be given. To this end we use the Bayes Information Criterion
(BIC) described by the authors [2] to determine the number of communities.

**S5.3 Evaluation metrics**

To quantify the performance we measure the level of agreement between the detected
and the ground-truth communities. Given a network $G(V, E)$, we consider a set of ground truth
communities $C^*$ and a set of detected communities $\hat{C}$ where each ground-truth community
$C_i \in C^*$ and each detected community $\hat{C}_i \in \hat{C}$ is defined by a set of its member nodes. To
compare $\hat{C}$ and $C^*$, we use four performance metrics:

- **Average F1 score** [40] is the average of the F1-score of the best-matching ground-
  truth community for each detected community, and the F1-score of the best-matching
detected community for each ground-truth community. In particular, we compute
$F_g(C_i) = \max_j F1(C_i, \hat{C}_j)$ for each ground-truth community $C_i$ and $F_d(\hat{C}_i) = \max_j F1(C_j, \hat{C}_i)$
  for each detected community $\hat{C}_i$, where $F1(S_1, S_2)$ is the harmonic mean of precision
Figure S19: The example of two detected communities (shaded regions $\hat{C}_1$ and $\hat{C}_2$) and two ground-truth communities $C_1, C_2$ ("X"-marked nodes belong to $C_1$ and yellow nodes belong to $C_2$). In this example detected communities $\hat{C}_1$ and $\hat{C}_2$ achieve good correspondence to the ground-truth communities $C_1, C_2$ (only a single mistake is made).

and recall between two node sets $S_1, S_2$. The average F1 score is $\frac{1}{2}(\bar{F}_g + \bar{F}_d)$ where $\bar{F}_g = \frac{1}{|C^*|} \sum_i F_g(C_i)$ and $\bar{F}_d = \frac{1}{|\hat{C}|} \sum_i F_d(\hat{C}_i)$.

- **Omega Index** [27] is the accuracy on estimating the number of communities that each pair of nodes share. For each pair of nodes $u, v \in V$ we define $C_{uv}$ to be the set of ground-truth communities to which both $u$ and $v$ belong and $\hat{C}_{uv}$ to be the set of detected communities to which the both nodes belong. Then the Omega Index is $\frac{1}{|V|^2} \sum_{u,v \in V} 1\{|C_{uv}| = |\hat{C}_{uv}||\}$.

- **Normalized Mutual Information** [33] adopts the criterion used in information theory. The Normalized Mutual Information is $1 - \frac{1}{2}(H(C^*|\hat{C}) + H(\hat{C}|C^*))$ where $H(A|B)$ is the extension of entropy when $A, B$ are sets of sets [33].

- **Accuracy in the number of communities** is $1 - \frac{||C^*| - |\hat{C}||}{|C^*|}$, which is the relative error in predicting the number of communities.

Note that all performance metrics take values on the interval $[0, 1]$ and higher values correspond to better performance. In all metrics score 1.0 is achieved when the detected communities $\hat{C}$ are exactly the same as the ground-truth communities $C^*$.

Figure S19 gives a simple example of two ground-truth communities $C_1, C_2$ and two detected communities $\hat{C}_1, \hat{C}_2$. $\hat{C}_1$ and $\hat{C}_2$ are denoted by shared ellipses. The nodes marked with "X" belong to $C_1$ and the nodes with yellow background belong to $C_2$.

In this example detected community $\hat{C}_1$ perfectly corresponds to $C_1$ but the detected community $\hat{C}_2$ only partially corresponds to $C_2$. For this particular case the F1-score is 0.94 as we see $F_g(C_1) = 1.0, F_g(C_2) = 0.89$ and $F_d(\hat{C}_1) = 1.0, F_g(\hat{C}_2) = 0.89$. The Omega Index is 0.85 and the Normalized Mutual Information is 0.78. And the accuracy in the number of communities is 1.
### S5.4 Results

For each of 6 networks and the 500 subnetworks (3,000 subnetworks total) we run AGM as well as the four other methods. For each subnetwork and method we compute the four evaluation metrics. We then compute the average value of a given performance metrics for a given method and network. Now, for each metric, we normalize the scores of methods so that the best performing method for each score has the value of 1.0. Finally, we compute the composite performance by summing up the four normalized scores. If a method achieves better value than any other method in all the scores, then the composite performance of the method is 4.0.

Figure S20 displays the composite performance of each of the 5 methods over the six networks with ground-truth communities. Overall, we notice that AGM gives superior overall performance on all networks except the Amazon, where it ties with MMSB. Furthermore, AGM detects highest quality communities for most individual performance metrics in all networks. On average, the composite performance of AGM is 3.40, which is 61% higher than that of Link clustering (2.10), 50% higher than that of CPM (2.41), 30% higher than that of Infomap and 8% higher than that of MMSB (3.25). The absolute average value of Omega Index of AGM over the 6 networks is 0.46, which is 21% higher than Link clustering (0.38), 22% higher than CPM (0.37), 5% higher than Infomap (0.44) and 26% higher than MMSB (0.36).

In terms of absolute values of scores, AGM archives the average F1 score of 0.57, average Omega index of 0.46, Mutual Information of 0.15 and accuracy of the number of communities 0.42. We also note that AGM also heavily outperforms CPM with other values of $k$ (e.g., CPM with $k = 3, 4, 6$).

### S5.5 Experiments on modeling the network structure

Having shown that AGM reliably discovers community structure of real-world networks, we now proceed to evaluate how accurately AGM models network connectivity structure itself. For a given network $G$, we estimate input parameters of AGM by fitting AGM to $G$, and then we generate a synthetic network $\hat{G}$ with AGM using our estimates for input parameters (Equation 1). We then compare the structure of $G$ with that of $\hat{G}$.

First, we verify that the edge probability between a pair of nodes in $\hat{G}$ is an increasing...
Figure S21: Edge probability measured on the network reproduced by AGM. Edge probability $P(k)$ as a function of the number of common community memberships $k$ in the 6 networks (red) and as modeled by the AGM (green), which reliably captures the pattern.

function of the number of communities that the nodes share (Figure S5). Figure S21 plots the edge probability as a function of the number of common communities between a pair of nodes in $G$ (red curves) and $\hat{G}$ (green curves). We note that the AGM successfully reproduces the increase in the edge probability, which means that AGM naturally produces a network with dense community overlaps.

Second, we study whether the AGM is able to generate overall realistic networks. We examine how well the global structural properties of the synthetic network $\hat{G}$ match the properties of the ground-truth network $G$. Figure S22 plots the node degree distribution. Red curves are the statistics of the ground-truth network and green curves are the statistics of the synthetic networks. Figures show that synthetic networks generated by AGM exhibit similar structural properties to real-world networks. Overall, these results demonstrate that the AGM is not only able to reliably discover the network communities but also accurately captures the structure of the underlying networks.
Figure S22: **Degree distribution of networks reproduced by AGM.** Complementary cumulative degree distribution function $F_c(k)$ as function of node degree $k$ in the 6 networks (red) and as modeled by AGM (green). The synthetic networks generated by AGM exhibit a heavy-tailed degree distribution in a similar way as the real-world networks.
S6 Experiments: Small networks

As a point of comparison and a sanity check we also run the AGM on small networks that were thoroughly studied in literature [3, 6, 16, 20, 23, 34, 45]. Overall, our goal here is to show that communities obtained by the AGM agree with previous literature. Note that since these networks are known to have non-overlapping community structure, our experiments evaluate how well AGM discovers non-overlapping communities.

NCAA football network.

The first network we examine is the network of American college football studied in [23, 51]. This network represents the schedule of Division I games for the 2000 season: nodes are college teams and an edge between two nodes means that the two teams had a game in the season. By construction, this football network has a very well-defined community structure: The teams are divided into conferences in which most match-ups are made. On average, teams played 7 games in the conference that they belong to and 4 games outside the conference.

Figure S23 shows the football network and the communities detected by AGM. Node color specifies which conference a node belongs to and red circles display the communities detected by AGM. We observe that AGM discovers most conferences perfectly with only a few exceptions, which we find can in fact be nicely explained. For example, the 4 white nodes that AGM assigns to “any community” are “independent” teams that actually do not belong to any conference. And the grey nodes that are split into two communities belong to the Sunbelt conference, which did not enforce its members to play games against each other [23]. This result implies that AGM can accurately detect non-overlapping community structure.

Bottlenose dolphins of Doubtful Sound.

We also consider the social network of a community of 62 bottlenose dolphins living in Doubtful Sound, New Zealand (Figure S24). The network was compiled from seven years of field studies of the dolphins by Lusseau et al. [39]. Nodes are dolphins and edges mean statistically significant frequent association. Lusseau et al. observed the division of dolphins into two groups, represented by black and white nodes. The two shaded regions are two communities detected by AGM, which match the known division quite well. The AGM does not include some nodes to either community, which is plausible because those nodes are very sparsely connected to other nodes in the network, and thus violate the assumption that all nodes of the same community connect with a uniform probability.
Figure S23: **AGM on the NCAA football network.** Community structure in a network reflecting the schedule of regular season Division I college football games for year 2000 [23]. Nodes are universities and edges represent games between universities. Node colors represent the NCAA conference that the node belongs to. AGM communities, specified by circles, correspond to NCAA conferences with high accuracy.

Figure S24: **AGM on a network of bottlenose dolphins of Doubtful Sound.** Community structure in the social network of bottlenose dolphins assembled by Lusseau et al. [39], detected by AGM. Lusseau et al. [39] reported that dolphins are separated into two groups (black and white nodes). AGM reliably captures the existence of two separate groups.
Experiments: Biological networks

Having found that the AGM can discover the community structure on the social and information networks accurately, we now evaluate the AGM on biological networks.

Dataset description

We consider the protein-protein interaction (PPI) networks of *Saccharomyces cerevisiae*, which are one of the most complete protein-protein interaction networks available today [63, 32, 1]. The PPI networks are compiled into three different genome-scale networks: yeast two-hybrid (Y2H), affinity purification followed by mass spectrometry (AP/MS), and literature curates (LC). Edges correspond to statistically significant interactions among proteins. In addition to these three networks already mentioned, we use also the union of the three networks (PPI (All)). Basic statistics of the networks are shown in Table S2.

Evaluation metrics

We measure the quality of detected communities by using high quality node meta-data. We use the Gene Ontology terms (GO terms) as meta-data [4]. The GO terms provide the most elaborate annotations for the biological roles of groups of proteins in the protein-protein interaction network for three different types: Biological process, Cellular component, and Molecular function. Moreover, there are statistical tools [7, 10] that find the most relevant GO-term for a group of proteins. We quantify the correspondence between the protein communities detected by a method and the significance of the associated GO terms.

Given a PPI network, we detect communities $\hat{\mathcal{C}}$ over the whole network. For each detected community $\hat{C}_i \in \hat{\mathcal{C}}$, we find the most statistically relevant GO term and its $p$-value, $p_{v}(\hat{C}_i)$ using the GO term finder [10]. We then report the average $p$-value over the detected communities: $\bar{p} = \frac{1}{|\hat{\mathcal{C}}|} \sum_i p_{v}(\hat{C}_i)$. We compute the average $p$-value $\bar{p}$ for the three types of GO terms (biological process, cellular component and molecular function) and use $-\log(\bar{p})$ for the each GO term type as a separate score. We take the negative logarithm of the $p$-value to transform it so that the performance score is a nonnegative increasing function of the quality. Finally, we normalize the scores so that the best method achieves the value of 1.0 as we did in Section S5.

Results

Figure S25 displays the composite performance for biological networks for each of the five methods (LC, CPM, Infomap, MMSB, and AGM). Note that the AGM attains the best composite performance in all four networks by a huge margin. CPM is the second best, Link clustering is the third, and Mixed membership stochastic blockmodel scores the worse.

Since the comparison is made on the logarithms of $p$-values, this result suggests that communities detected by the AGM are far more statistically relevant than those detected by other methods. For example, the average $p$-value of the AGM communities over all the networks is 0.008, which is 13-times better than that of Link clustering (0.11), 15-times better than of Clique percolation (0.12), 12-times better than of Infomap (0.096) and also
Table S2: **Network statistics.** $N$: Number of nodes, $E$: Number of edges, $\langle C \rangle$: Average clustering coefficient [61], $\langle D \rangle$: Average shortest path length, $\langle k \rangle$: Average node degree. The 4 networks in the first block are the protein-protein interaction networks of *Saccharomyces cerevisiae* which are described in Section S7. The next 3 networks in the second block are the networks used in Ahn et al. [1] and we describe these networks in Section S8. The rest 3 blocks are the different types of networks where different kinds of core-periphery structures arise (Section S9). The 2 networks in the third block are social networks, the 3 networks in the fourth block are web graphs, and the 2 networks in the last block are foodweb networks.

119-times better than that of MMSB (0.95). We further investigated the poor performance of MMSB on this network and found it is due to the fact that MMSB tends to find very large communities, which in turn leads to very poor $p$-values.

In terms of absolute values of $p$-values the AGM performs quite well. For example, in the AP/MS network, the AGM achieves the average $p$-value of $1.9 \times 10^{-5}$, which suggest the high significance of the detected communities.

Discovering interactions among proteins still remains an active research area; only $\approx 20\%$ of all protein-protein interactions in yeast have been currently reported [63]. The high-quality protein communities detected by the AGM can suggest very plausible candidates which biologists can investigate for undiscovered protein-protein interactions [48, 52].
Figure S25: The composite performance of the algorithms on the protein-protein interaction networks. The AGM gives overall best performance by a large margin.
S8 Experiments: Networks in Ahn et al.

Finally, we also evaluate the performance of the AGM under exactly the same conditions as used in the original Link Clustering paper by Ahn et al. [1]. Ahn et al. [1] kindly shared with us the exact networks, metadata and the code. Ahn et al. provide objective evaluations of community detection methods with data-driven measures. We replicate the experiment in [1] with the same data sets and the same evaluation methodology.

S8.1 Dataset description

The seven networks used in [1] were kindly made available to us. We thank Sune Lehmann for generously providing data. We consider the 4 PPI networks that were described in Section S7. In addition, we test over the metabolic network of *E. coli* K-12 MG1655 strain (iAF1260), which is regarded as one of the state-of-the-art metabolic network reconstructions [18]. Two metabolites have an edge if they share a cellular reaction. In total, we have five biological networks.

In addition, we also examine other types of networks. We consider the network of famous philosophers constructed based on Wikipedia [1]. If the Wikipedia page of a philosopher has a hyperlink to the Wikipedia page of the other philosopher, then the two philosophers have an edge between them. We use the Word association network from the data sets from the University of South Florida and the University of Kansas [17, 44], which observed which words human subjects associate to given words. As the data set provides weighted, directed graph among words, we convert the graph into undirected and unweighted version [1, 47]. Basic statistics of the networks is in Table S2. Further details are in [1].

S8.2 Evaluation metrics

We adopt the 4 data-driven measures defined in [1]:

- The community coverage is the fraction of the nodes that belong to at least one detected community.

- The overlap coverage is the average value of the number of communities a node belongs to. If the method detects many communities that share large overlaps, then the overlap coverage will be high.

- The community quality assumes that the similarity of the two nodes $\mu(i, j)$ is available for any pair of nodes $i$ and $j$. Given the similarities, the community quality is the average similarity between all pairs of nodes that share a community, divided by the average similarity between all pairs of nodes [1].

- The overlap quality requires for each node $i$ the information $W(i)$ which is related to the number of true communities that $i$ belongs to. On the protein-protein interaction networks, for example, a protein annotated with many GO terms is expected to belong many protein communities. On the word association network, words with many definitions are likely to belong to many communities of words. The overlap quality is
Figure S26: The data-driven benchmark presented in Y.Y. Ahn et al. [1]. Community coverage, Overlap coverage, Community quality, and Overlap quality measure the quality of the communities detected by the algorithms. The AGM gives overall best performance.

the mutual information between $W(i)$ and the number of detected communities that $i$ belongs to.

For each network, we apply the AGM, Link clustering, Clique percolation, Infomap and Mixed-membership stochastic block model. For evaluation we use exactly the same meta data and the same parameters as in [1].

S8.3 Results

Similar to the previous experiments, we compute the composite performance by normalizing the scores the same way as we did in the experiments with ground-truth communities. Figure S26 shows the composite performance of the four methods. The AGM achieves best composite performance in the 3 networks (PPI (Y2H), PPI (LC) and Philosophers), Link clustering performs slightly better in the Word association and the metabolic network, and MMSB is the best in the PPI (Y2H) and PPI (All) networks. On average, the AGM achieves a composite performance score of 3.06, outperforming Link clustering (2.67) by 14%, Clique percolation (1.49) by 104%, Infomap (1.82) by 67% and MMSB (2.84) by 8%. Thus, AGM gives overall best performance on this diverse set of networks and evaluation metrics.
S9 Overlapping communities give rise to core-periphery network structure

In the main text, we showed how the core-periphery structure [9, 29, 54] arises in many different types of networks. In this section, we provide further evidence for our explanations by showing that same results hold for many other networks as well.

S9.1 Community overlaps lead to global core-periphery structure

We begin by describing the rest of the networks that we consider for these experiments (Table S2):

- Three social networks. LiveJournal online social network is what we used in the main text, MSN Finland is the MSN network of users in Finland, and the LinkedIn network is the snapshot of the LinkedIn social network when it had 254,151 users.
- We consider the Amazon product network as we did in the main text.
- Three web graphs where nodes are web pages and edges mean hyperlinks [38]. Web-Stanford is a network of the web pages from Stanford University, Web-NotreDame is of the web pages from University of Notre Dame, and Web-BerkStan is of the pages from Stanford University and University of California Berkeley.
- 4 protein-protein interaction networks described in Section S7.
- 2 networks of the Florida Bay food web networks[59]: In wet season (Foodweb-wet) and in dry season (Foodweb-dry).

Global core-periphery structure. Given the network $G(V,E)$, we measure the average number of communities $m$ that a node belongs to as a function of the farness centrality $d$ of the node. The Farness Centrality $\left[30, 60\right]$ $d$ of node $u$ is the average shortest path length from $u$ to all other nodes in the network, i.e., $d = \frac{1}{|V|} \sum_{v \in V} d(u,v)$ where $d(u,v)$ is the shortest path length from $u$ to $v$.

Figure S27 displays the plots of $m$ and $d$ for all 10 networks. We use the community memberships detected by AGM to determine $m$. In all networks but the two web graphs, the number of community memberships of a node decreases with the farness centrality of a node, which implies that nodes residing in the center of the network, which have small shortest path distances to other nodes of the network, tend to belong to the highest number of communities. This result shows that our observation that overlapping communities lead to core-periphery structure of large networks (Figure 3b in the main text) generally applies to a wide range of real-world networks.

Emergence of local cores. We also examine the existence of local cores in the networks by measuring the fraction of the largest connected component (LCC) in the induced subgraph of the nodes who belong to at least $l$ communities. Thinking of a network as a valley where peaks correspond to cores and peripheries to lowlands, our methodology is analogous to flooding lowlands and measuring the fraction of the largest island (which was a peak before flooding). High $c(l)$ means that there is a single dominant core (peak), while low $c(l)$ suggests the existence of nontrivial secondary cores.
Overlapping communities lead to global core-periphery network structure. The average (and the 90-th percentile) of the number of community memberships $m$ of a node as a function of the average shortest path length $d$ to all other nodes of the network. The number of community memberships increases with the centrality of a node. Nodes that reside in the center of the network, and have small shortest path distances to other nodes of the network, tend to belong to the highest number of communities.
Figure S28: Largest connected component size on an induced subgraph of nodes belonging to at least $l$ communities.

Figure S28 displays $c(l)$ for each of the 5 types of networks. As shown in the main text, we observe that the protein-protein interaction networks and the Amazon product network have local cores, while the other types have a global core.

**Maximum overlap fraction.** Finally, we characterize how much communities overlap with each other in different types of networks. Maximum overlap fraction $o_c$ of a given community $c$ quantifies the fraction of $c$’s members in the largest overlap with any other community.

Figure S29 shows the distribution of $o$ in the 5 types of networks. Communities in the protein-protein interaction networks, social and product co-purchasing network are mainly non-overlapping whereas the communities in the foodweb and the web graph are pervasively overlapping.

**S9.2 Comparison to other notions of core-periphery**

In order to argue about the core-periphery structure of networks we so far used the fact that communities behave as tiles in the sense that overlap of two communities leads to higher edge density (higher tile thickness). Combining this with the observation that communities overlap most pervasively in the center of the network leads to the conclusion about the global core-periphery structure. However, there are many other methods that identify core-periphery structure in networks and our goal is to quantify the agreement of our methodology and existing methods.

We aim to quantify the agreement between cores we find here and the cores detected by existing methods. In particular, we compare the method invented by Rombach et al. [53].
Since AGM is proposed for community detection rather than core detection, our goal here is to measure the correspondence between the core determined by [53] and the core (i.e., high membership nodes) detected by the AGM.

Rombach et al. computes a real-valued “core score” $CS(i)$ for each node $i$ which specifies how likely $i$ belongs to a core. In our experiments we used the number of community memberships $m(i)$ of node $i$ to indicate whether $i$ belongs to the core or not. Since $m(i)$ and $CS(i)$ are scores rather than binary indicators, we aim to measure the Pearson correlation coefficient [13] between $m(i)$ and $CS(i)$.

For these experiments we consider two networks that were also considered in Rombach et al. [53]. First, we use the Zachary’s karate club network [64]. And second, we also consider the London underground network between the metro stations. Since the London underground network is a weighted network, we build an unweighted network for AGM by connecting two nodes when the edge weight is larger than 2. In Table S3, we observe the correlation coefficient for the Zachary’s karate club network is 0.774, and 0.408 for the London underground network. In the second row of the table, we also compute the $p$-value for the null hypothesis that there is no positive correlation between the two values. We use Student’s $t$-test to achieve this. As $p$-values are far lower than the standard 0.05, we confirm that the cores that we find by AGM (i.e., the high membership nodes) correspond well to the cores found by the state-of-the-art methods. The level of correlation is lower in the London underground network, which can be explained by the fact that some information is lost when converting the weighted network to an unweighted network.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Zachary</th>
<th>London underground</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation coefficient</td>
<td>0.774</td>
<td>0.408</td>
</tr>
<tr>
<td>$p$-value</td>
<td>$4.01 \times 10^{-8}$</td>
<td>$6.12 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table S3: **Comparison with the cores detected by Rombach et al. [53]** The Pearson’s correlation coefficient between the core score computed by Rombach et al. [53] and the number of communities the node belongs to as determined by AGM. $p$-values are also computed for the null hypothesis using the Student’s $t$-test. High correlation coefficient implies that high membership nodes under the AGM are more likely to belong the network core as detected by Rombach et al.
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A Appendix

A.1 Raw performance scores of the experiments with ground-truth communities

Table S4 provides the unnormalized value of evaluation metrics in the experiments in Section S5.

<table>
<thead>
<tr>
<th>Data</th>
<th>LiveJournal</th>
<th>Friendster</th>
<th>Orkut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omega Index</td>
<td>0.39</td>
<td>0.46</td>
<td>0.49</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.35</td>
<td>0.42</td>
<td>0.49</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.13</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Number of Communities</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data</th>
<th>Youtube</th>
<th>DBLP*</th>
<th>Amazon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omega Index</td>
<td>0.48</td>
<td>0.53</td>
<td>0.49</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.34</td>
<td>0.42</td>
<td>0.49</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>0.12</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Number of Communities</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table S4: Performance of the methods on the networks with ground-truth communities. Raw scores of the methods in the experiments in Section S5. L: Link clustering, C: Clique percolation, I: Infomap, M: Mixed membership stochastic blockmodels and A: AGM.

A.2 Raw performance scores of the experiments with biological networks

Table S5 gives the unnormalized values of evaluation metrics (i.e. p-values) in the experiments in Section S7. Scores are the lower the better.

<table>
<thead>
<tr>
<th>Data</th>
<th>PPI (Y2H)</th>
<th>PPI (AP/MS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>L C I M A</td>
<td>L C I M A</td>
</tr>
<tr>
<td>Cellular Component</td>
<td>0.43</td>
<td>0.39</td>
</tr>
<tr>
<td>Biological Process</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td>Molecular Function</td>
<td>0.18</td>
<td>0.14</td>
</tr>
<tr>
<td>Data</td>
<td>PPI (LC)</td>
<td>PPI (All)</td>
</tr>
<tr>
<td>Method</td>
<td>L C I M A</td>
<td>L C I M A</td>
</tr>
<tr>
<td>Cellular Component</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>Biological Process</td>
<td>1.6 × 10⁻⁵</td>
<td>3.6 × 10⁻⁵</td>
</tr>
<tr>
<td>Molecular Function</td>
<td>0.04</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table S5: Performance of the methods on the biological networks measured by the GO term finder. The average p-value of the detected communities computed by the GO term finder in the experiments in Section S7. L: Link clustering, C: Clique percolation, I: Infomap, M: Mixed membership stochastic blockmodels and A: AGM.

A.3 Raw performance scores of the experiments in Ahn et al.

Table S6 shows the unnormalized values of evaluation metrics in the experiments in Section S8.
Table S6: **Performance of the methods in the experiments of Ahn et al.** The unnormalized scores in the experiments of Ahn et al. [1] in Section S8. L: Link clustering, C: Clique percolation, I: Infomap, M: Mixed membership stochastic blockmodels and A: AGM.