ADAPTIVE QUERY PROCESSING IN DATA STREAM MANAGEMENT SYSTEMS

A DISSERTATION
SUBMITTED TO THE DEPARTMENT OF COMPUTER SCIENCE AND THE COMMITTEE ON GRADUATE STUDIES OF STANFORD UNIVERSITY IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF DOCTOR OF PHILOSOPHY

Shivnath Babu
September 2005
I certify that I have read this dissertation and that, in my opinion, it is fully adequate in scope and quality as a dissertation for the degree of Doctor of Philosophy.

Jennifer Widom  
(Department of Computer Science, Stanford University)  Principal Adviser

I certify that I have read this dissertation and that, in my opinion, it is fully adequate in scope and quality as a dissertation for the degree of Doctor of Philosophy.

David J. DeWitt  
(Department of Computer Science, University of Wisconsin-Madison)

I certify that I have read this dissertation and that, in my opinion, it is fully adequate in scope and quality as a dissertation for the degree of Doctor of Philosophy.

Rajeev Motwani  
(Department of Computer Science, Stanford University)

Approved for the University Committee on Graduate Studies.
Abstract

Many modern applications need to process data streams that consist of data elements generated in a continuous unbounded fashion. Examples of such applications include network monitoring, financial monitoring over stock tickers, sensor processing for environmental monitoring or inventory tracking, telecommunications fraud detection, and others. These applications have spurred interest in a new class of systems called Data Stream Management Systems (DSMSs). DSMSs fulfill the data management needs of these applications arising from the continuous, unbounded, rapid, and time-varying nature of data streams. Conventional database management systems, which are designed to process queries over finite stored datasets, are ill-equipped to satisfy these new needs.

DSMSs enable users and applications to pose queries over data streams. These queries tend to be long-running since data arrives continuously, and are called continuous queries. A fundamental challenge faced by DSMSs is that stream characteristics (e.g., data distribution, arrival rate) and system conditions (e.g., query load, memory availability) may vary significantly over the lifetime of a continuous query. When stream characteristics or system conditions change, a query execution plan that was most efficient to process a continuous query before the change, may become very inefficient all of a sudden. Consequently, it is important for a DSMS to support adaptive query processing: The DSMS must be prepared to change the execution plan for a continuous query while the query is running, based on how stream characteristics and system conditions change. Without adaptivity, plan performance may drop drastically over time.

This thesis addresses the problem of processing continuous queries in a DSMS when stream characteristics and system conditions may vary unpredictably over time. We present a generic framework, called StreaMon, for adaptive query processing in a DSMS. StreaMon
has three core components: (i) An **Executor**, which runs the current plan for each query, (ii) a **Profiler**, which collects and maintains statistics about current stream characteristics and system conditions, and (iii) a **Re-optimizer**, which ensures the current plans are the most efficient for current stream characteristics and system conditions. We instantiate the generic StreaMon framework for three distinct combinations of continuous query type and adaptivity need:

1. Adaptive processing of commutative filters over a stream to maximize throughput at all points in time.

2. Adaptive placement of subresult caches in pipelined plans for windowed stream joins to maximize throughput at all points in time.

3. Detecting relaxed constraints automatically in input streams and exploiting these constraints to reduce memory requirements in plans for windowed stream joins.

These three problems were motivated by their applicability to almost all the stream-based applications we studied. In each case we have instantiated the generic components of StreaMon in specific ways to address the particular continuous query type and adaptivity need. For each problem, we provide the definition and motivating examples, develop and analyze adaptive algorithms, and present implementation techniques and experimental results from the **STREAM** general-purpose DSMS prototype developed at Stanford.
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Chapter 1

Introduction

Database Management Systems (DBMSs) have played a central role in information technology over the last three decades. DBMSs simplify the storage, maintenance, and analysis of large datasets. When users or applications need to handle significant amounts of data, they first load the data into a DBMS. Once loaded into the system, the data or selected portions of it can be retrieved on demand easily and efficiently through queries to the DBMS. Such queries are expressed in query languages like SQL [51]. A query submitted to a DBMS is processed over the current dataset stored in the DBMS. The results computed for the query are then returned back to the corresponding user or application.

Conventional DBMSs are designed to process queries over finite stored datasets. However, many modern applications need to process data streams that consist of data elements generated in a continuous unbounded fashion. Examples of such applications include network-monitoring applications processing streams of network packets, financial monitoring over stock-ticker streams, environmental monitoring or inventory tracking over streams of observations generated by sensors, and many others. These applications have new data management needs that arise from the continuous, unbounded, rapid, and time-varying nature of data streams. Conventional DBMSs are ill-equipped to fulfill the needs of these applications. Therefore, a new class of systems—Data Stream Management Systems (DSMSs) [29, 30, 38, 88]—are being developed by the database research community to satisfy the requirements of stream-based applications. DSMSs enable users and applications to pose queries over data streams. These queries tend to be long-running since data arrives continuously, and are called continuous queries.
Figure 1.1 shows how a DSMS is used by one of its target applications. The illustrative application used in Figure 1.1 is the monitoring of traffic in the large network of an Internet Service Provider (ISP) [27]. Continuous streams consisting of data such as packet headers and performance measurements are collected by data collectors placed in the network. These streams are sent to the DSMS for processing. In addition to the input streams, the DSMS also maintains conventional stored data, e.g., current routing tables or data about the current connectivity of routers, switches, and links in the network [25]. Network administrators or monitoring applications register continuous queries over the input data streams and other data managed by the DSMS. For example, a registered continuous query may specify a set of conditions that signal a specific type of attack on the network [23, 101].

The continuous queries registered at the DSMS are activated whenever new elements, or tuples, arrive in the input data streams, when one of the stored tables is updated, or when time advances. New results may be generated when a query is activated, which are usually
CHAPTER 1. INTRODUCTION

<table>
<thead>
<tr>
<th>Component</th>
<th>DBMS</th>
<th>DSMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>Finite data sets on disk, along with auxiliary structures like indexes</td>
<td>Continuous, rapid, and time-varying data streams</td>
</tr>
<tr>
<td>Query Semantics</td>
<td>One-time queries over data sets that (logically) do not change while a query runs</td>
<td>Continuous queries that produce results as stream tuples arrive, time advances, or stored data changes</td>
</tr>
<tr>
<td>Query Execution</td>
<td>Pull-based: Queries processed by scan-based or index-based operators that read data from disk</td>
<td>Push-based: Queries processed by incremental operators that are scheduled based on tuple arrival</td>
</tr>
<tr>
<td>Query Optimization</td>
<td>Query plan chosen once per query using statistics available on the data set, and system characteristics</td>
<td>Adaptive execution plans based on stream and system conditions as query runs</td>
</tr>
</tbody>
</table>

Table 1.1: Differences between DBMSs and DSMSs

output directly to users or applications as continuous data streams. The query result may also be stored and maintained at the DSMS, similar to materialized views in a conventional DBMS [59]. For example, the network administrator may want the DSMS to keep track of the set of congested links in the network.

In addition to real-time processing of the stream tuples as they arrive at the DSMS, these tuples or their aggregated summaries may be archived as shown in Figure 1.1. Stream archives serve two purposes. First, archives can be used for detecting changes or trends in the streams over time. For example, the network administrator may want an alert to be raised if the distribution of destination port numbers seen in the network packets at a router changes significantly over time. Second, archives are like data stored in a DBMS, so they can be queried and analyzed in a conventional manner.

1.1 Differences between DSMSs and Conventional DBMSs

DSMSs differ from conventional Database Management Systems (DBMSs) in many important components of data management. These differences are summarized in Table 1.1, and described next.

- **Data:** In conventional relational DBMSs, data is stored on disk as tables of tuples, or relations. The tuples in a relation may be organized on disk in specific layout
patterns, e.g., tuples with identical values of an attribute may be clustered together for efficient access. Furthermore, auxiliary structures like indexes may be built on the relations to enable efficient retrieval of individual tuples. On the other hand, tuples in a stream arrive continuously at a DSMS, usually as data feeds over the network. The DSMS typically has no control over the arrival order, rate, or data distribution of the input streams. Furthermore, since continuous queries need real-time responses as data arrives at the DSMS, conventional DBMS data loading, storage, and retrieval techniques are not adequate to handle data streams in a DSMS.

- **Query Semantics:** Queries in conventional DBMSs are *one-time queries* posed over the data stored in the DBMS at a point of time. One-time queries may be specified in a conventional declarative query language like SQL [51]. While the data in the DBMS may be updated over time, the output of a one-time query \( Q_o \) is the result produced by running \( Q_o \) over the snapshot of relations in the DBMS when \( Q_o \) was issued. On the other hand, a continuous query \( Q_c \) in a DSMS is posed over one or more unbounded streams, possibly with relations too. \( Q_c \) is registered at the DSMS by a user or application. Once registered, \( Q_c \) runs and generates results continuously until it is deregistered. Continuous queries can often be expressed in conventional languages used to specify materialized views [59] and triggers [117]: The query of interest can be specified as a materialized view, and the updates to the view can be captured and manipulated using triggers. However, continuous queries in stream-based applications routinely need constructs like windowed stream joins, history of updates to a table, nonblocking partial sorts, and others [5, 29]. While some of these constructs can be specified using arbitrary combinations of materialized views and triggers, such circuitous ways of expressing common constructs prevent the system from optimizing queries effectively. In order to enhance system usability and overall performance, it is important to make continuous queries over streams expressible in direct and simple ways. Consequently, new query languages that extend conventional languages and semantics have been proposed for continuous queries, e.g., [5].

- **Query Execution:** *Query plans* for executing one-time queries in DBMSs are based on reading relations from disk using scan-based or index-based access methods, and
processing the data in memory [57]. Because of the long-running nature of continuous queries, the uncontrollable and time-varying nature of data streams, and the need for real-time responses in stream applications, new techniques for query execution are necessary in DSMSs. Query plans in DSMSs must process input stream tuples in an online and incremental manner so that new results can be generated in real-time. Query plans must be flexible enough to support fine-grained optimization and scheduling decisions to adapt to current stream and system conditions. Furthermore, DSMSs need to handle stream arrival rates that may exceed the system’s capacity to provide exact results for all registered continuous queries. For example, a DSMS may degrade the accuracy of query results using techniques for approximate query answering, to reduce resource requirements during periods of high load [15, 107].

- **Query Optimization:** Conventional DBMSs use a *plan-first execute-next* approach to process a query $Q$ [100]. The query optimizer enumerates candidate query plans for $Q$ from the many different possible plans, each plan having different performance characteristics. The optimizer then estimates the cost of executing each candidate plan (e.g., time to completion) based on the current data and system conditions. The plan with the lowest estimated cost is chosen for executing $Q$. The chosen plan is then run until all query results are produced. In DSMSs, stream conditions (e.g., data distribution, arrival rate) and system conditions (e.g., query load, memory availability) may vary significantly over the lifetime of a long-running continuous query. Therefore, it is important for a DSMS to support *adaptive* approaches to query processing [10, 21, 64]: The DSMS must be prepared to change the execution plan for a continuous query while the query is running, based on how stream and system conditions change. Without adaptivity, plan performance may drop drastically over time as stream or system conditions change.

1.2 **STREAM DSMS and StreaMon**

The STREAM (*Stanford Stream Data Manager*) project at Stanford [88] is addressing new challenges in data management and query processing that arise in the context of DSMSs. As part of this project we built a general-purpose prototype relational DSMS, also called
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STREAM, that supports a large class of declarative continuous queries over data streams and conventional stored relations. The STREAM prototype targets environments where streams may be rapid, stream and system conditions may vary over time, and system resources may be limited.

STREAM supports an expressive SQL-based declarative language called CQL (Continuous Query Language) for registering continuous queries over streams and relations [5]. CQL queries are translated into query plans composed of operators, queues, and synopses. These plans are flexible enough to support reorganization and fine-grained scheduling decisions. For improved performance, STREAM shares state and computation within and across query plans when multiple continuous queries are running simultaneously. Due to the long-running nature of continuous queries, STREAM provides tools for administrators and users to monitor and manipulate query plans as they run. Chapter 2 describes the STREAM system in more detail.

To maintain good performance under unpredictable and volatile stream and system conditions, STREAM supports adaptive techniques for processing continuous queries. The overall framework for adaptive query processing in STREAM is called StreaMon. StreaMon includes a variety of techniques to handle different types of continuous queries and adaptivity needs:

1. Adaptive ordering of filter operators in pipelined plans over a single stream [18]
2. Adaptive ordering of join operators in multiway stream join plans [18, 19]
3. Placement of subresult caches adaptively in multiway stream join plans to minimize recomputation of intermediate results [19]
4. Reducing run-time memory requirements for join and aggregation operators over streams by exploiting stream data and arrival properties [20]

1.3 Motivating Example

As illustrated in Figure 1.1, one application of a DSMS is to support traffic monitoring for a large network such as the backbone of an ISP [27, 38]. We use the following example
continuous query from this application to illustrate some of the challenges in processing continuous queries over data streams:

Monitor the total traffic from a customer network that went through a specific set of links in the ISP’s network within the last 10 minutes.

A network analyst might pose this query to detect service-level agreement violations, to find opportunities for load balancing, to monitor network health, or for other reasons [14, 46].

Let $C$ denote the link carrying traffic from the customer network into the ISP’s network. Let $B$ be an important link in the ISP’s network backbone, and let $O$ be an outgoing link carrying traffic out of the ISP’s network. Data collection devices on these links collect packet headers (possibly sampled [46]), do some processing on them (e.g., to compute packet identifiers [46]), and then stream them to the DSMS running the continuous query [27, 38, 46, 90]. Thus, we have three input streams which for convenience we also denote $C$, $B$, and $O$. Each tuple in these streams contains a packet identifier $\text{pid}$ and the packet’s size in bytes. The above continuous query can be posed in CQL as:

\[
\text{Select } \text{sum}(C.\text{size}) \\
\text{From } C [\text{Range 10 minutes}], B [\text{Range 10 minutes}], O [\text{Range 10 minutes}] \\
\text{Where } C.\text{pid} = B.\text{pid} \text{ and } B.\text{pid} = O.\text{pid}
\]

This continuous query first joins streams $C$, $B$, and $O$ on $\text{pid}$ with a 10-minute sliding window of tuples on each stream. (The Range clause in CQL specifies a time-based sliding window [5].) The join output is then aggregated to continuously compute the total common traffic. A similar query could be used in sensor networks, e.g., to monitor moving objects and their paths [6, 61].

Figure 1.2 shows a multiway join plan for executing this query. Each stream feeds a 10-minute sliding window, $W_c$, $W_b$, and $W_o$ for streams $C$, $B$, and $O$ respectively. Each window contains a hash index on $\text{pid}$. When a tuple $t$ is inserted into $W_c$, the other two windows are probed with $t.\text{pid}$ in some order, e.g., the order $W_a, W_b$ is used in Figure 1.2. If both windows contain a tuple matching $t.\text{pid}$ ($\text{pid}$ is unique), then the joined tuple is sent as an insertion to the aggregation operator $\text{sum(size)}$ which maintains the sum incrementally. Otherwise, processing on $t$ stops at the first window that does not contain a
matching tuple. Similar processing occurs when a tuple $t$ is deleted from $W_c$, i.e., when $t$ becomes more than 10 minutes old and expires from the sliding window. Furthermore, similar processing occurs for insertions and deletions to the other two windows as shown in Figure 1.2. Note that each input stream in Figure 1.2 has its own order for probing the other windows.

The pipelined multiway join plan in Figure 1.2 is called an $MJoin$ [114]. An $MJoin$ requires a join order for each input stream which is used to join insertions and deletions in that stream with the windows of the other streams.

Suppose the current configuration of routing tables in the ISP’s network is such that a significant fraction of the network packets arriving on link $C$ is routed out of the network through link $O$, but almost none of the packets on link $B$ pass through $O$. Then, the join order $W_b, W_c$ for insertions and deletions in $W_o$ can be significantly more efficient than the order $W_c, W_b$. However, over time the routing patterns can change (e.g., because of network congestion, changes in traffic distribution, attacks on the network, or hardware failures) so that almost all of the packets on link $B$ now get routed out of the network.
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through link $O$. Then, the join order $W_c, W_b$ may quickly become much more efficient than the previously-optimal order $W_b, W_c$. Thus, changes in routing patterns may require corresponding changes in join orders to maintain good performance.

Suppose the rate of traffic on link $B$ is much higher than that on links $C$ and $O$. (Links in the core of the network often carry the aggregate of traffic across multiple incoming links.) Then, a more efficient plan $P'$ than the one in Figure 1.2 may materialize the join of windows $W_c$ and $W_o$, i.e., $W_{co} = W_c \bowtie_{pid} W_o$ is maintained as a materialized view [59]. The benefit of materializing $W_{co}$ is that $P'$ can process the high rate of insertions and deletions in $W_b$ with a single probe into $W_{co}$, eliminating separate probes into $W_c$ and $W_o$. Such plans that contain materialized state also need to be chosen in an adaptive fashion, e.g., because traffic rates can be extremely variable and bursty [118].

Streams $C$, $B$, and $O$ exhibit some interesting properties. First, the packets being monitored flow through link $C$ to link $B$ to link $O$. Thus, a tuple corresponding to a specific $pid$ appears in stream $C$ first, then a joining tuple may appear in stream $B$, and lastly in stream $O$. Second, if the latency of the network between links $C$ and $B$ and between links $B$ and $O$ is bounded by $d_{cb}$ and $d_{bo}$ respectively, then a packet that flows through links $C$, $B$, and $O$ will appear in stream $B$ no later than $d_{cb}$ time units after it appears in stream $C$, and in stream $O$ no later than $d_{bo}$ time units after it appears in $B$. Both of these properties, if “known” to the continuous query processor, can be exploited to reduce the memory requirement for the windows in Figure 1.2 significantly. For example, when a tuple $b$ arrives in stream $B$ and no joining tuple exists in the window on $C$, $b$ can be discarded immediately because a tuple in $C$ joining with $b$ should have arrived before $b$. By detecting and exploiting the stream properties, the overall memory requirement for the plan in Figure 1.2 can be reduced by two orders of magnitude, as we will show in Chapter 6. However, routing paths and latencies in the network may change over time, so stream properties have to be detected and exploited in an adaptive manner.

1.4 Contributions and Outline of Thesis

The network-monitoring example highlights the important challenges in processing continuous queries over streams that we address in this thesis. This section summarizes our contributions and gives an overview of the chapters that follow.
• The STREAM DSMS: Chapter 2 describes our contributions in the overall design and implementation of the STREAM DSMS. We describe the CQL declarative query language and its semantics for continuous queries over streams and relations. We discuss how declarative CQL queries are translated into flexible query plans composed of operators, queues, and synopses, and how STREAM supports sharing of data and computation across multiple query plans. We describe how operators in query plans are scheduled so that peak memory usage of plans is minimized. Finally, we discuss STREAM’s interface for run-time monitoring and manipulation of query plans.

• The StreaMon Framework for Adaptive Query Processing: As motivated in the network-monitoring example, adaptive approaches to query processing are required in DSMSs to handle fluctuating stream and system conditions over the lifetime of a continuous query. Chapter 3 describes the generic StreaMon framework for adaptive query processing in DSMSs. StreaMon is based on continuous monitoring for changes in stream and system conditions, and re-optimizing query plans quickly and efficiently when changes are detected. Chapters 4–6 describe three instantiations of the generic StreaMon framework for different classes of continuous queries and adaptivity needs.

• Adaptive Ordering of Pipelined Filters: Chapter 4 considers the class of continuous queries called pipelined filters, where a continuous stream of tuples is processed by a set of commutative filters. (If a set of filters is commutative, then the result of evaluating any of the filters on a tuple is independent of the order in which the filters are evaluated on the tuple.) We focus on the problem of ordering the filters adaptively to minimize processing cost in an environment where stream and system conditions may vary unpredictably over time. Our core algorithm for this problem, A-Greedy, adopts the generic StreaMon framework for adaptive query processing. When stream and system conditions are steady, the orderings converged on by A-Greedy are provably within a cost factor $\leq 4$ of optimal. The other contribution of Chapter 4 is the identification of a three-way tradeoff in pipelined-filter processing among provable convergence to good orderings, run-time overhead, and speed of adaptivity. We present a suite of variants of A-Greedy that lie at different points on this tradeoff.
spectrum. Finally, we present a thorough performance evaluation of our algorithms
in the STREAM DSMS.

- **Adaptive Processing of Multiway Stream Joins:** Chapter 5 considers the problem
  of processing continuous multiway stream join queries in environments where stream
  and system conditions can be unpredictable and volatile. We first consider MJoin
  plans for stream joins (recall Figure 1.2) and show how the A-Greedy algorithm can
  be used for adaptive ordering of join operators in MJoin pipelines. The theoretical
  guarantees provided by A-Greedy hold for a large class of stream joins. We show
  how MJoins may not be the most efficient way of processing stream joins under all
  scenarios. We describe our A-Caching algorithm that addresses this problem by plac-
  ing subresult caches adaptively in MJoin pipelines. A-Caching enables our stream
  join plans to adapt over the entire spectrum between subresult-free MJoins and con-
  ventional tree-shaped join plans with materialized subresults at every intermediate
  node. Also, caches are advantageous from the adaptivity perspective because they
  can be added, populated incrementally, and dropped with little overhead. Like A-
  Greedy, A-Caching instantiates the generic StreaMon framework. Finally, we report
  a thorough experimental evaluation of A-Caching based on an implementation in the
  STREAM DSMS.

- **Exploiting k-Constraints over Data Streams:** Query plans for continuous queries
  often need to maintain significant amounts of run-time state over arbitrary data streams.
  For example, the plan in Figure 1.2 needs to store all tuples in the current windows
  over the streams. However, streams may exhibit certain data or arrival patterns, or
  constraints, that can be detected and exploited to reduce state considerably, without
  compromising correctness. Rather than requiring constraints to be satisfied precisely,
  which can be unrealistic in a data stream environment, we introduce k-constraints,
  where k is an adherence parameter specifying how closely a stream adheres to the
  constraint. (Smaller k’s are closer to strict adherence and offer better state reduction.)
  Chapter 6 presents a query processing architecture, called k-Mon, that detects useful
  k-constraints automatically and exploits the constraints to reduce run-time state in
  query plans for continuous queries. Experimental results from an implementation of
1.5 Related Work

This section covers work related to data stream systems and to continuous query processing in general. Details of work related to the specific techniques proposed in this thesis are covered in the respective chapters.

1.5.1 Data Stream Management Systems

STREAM is a general-purpose DSMS that targets different application domains where continuous data streams arise and support for continuous queries is needed. Other general-purpose DSMSs include Aurora [29], TelegraphCQ [30], Nile [60], and CAPE [121]. All of these systems share important goals with STREAM. However, each of them differs from STREAM in some important aspects.

While STREAM supports a declarative language for specifying arbitrarily complex continuous queries, Aurora supports a workflow-style **boxes and arrows** interface for specifying continuous queries. Unlike STREAM, Aurora has limited support for adaptive query processing, but richer support for distributed query processing and tolerance to failures [22].

The TelegraphCQ system is built on the Eddies adaptive query processor [10]. The relationship between Eddies and StreaMon from the perspective of adaptive query processing is covered in Section 3.5 in Chapter 3. Eddies is an integrated optimizer, executor, and operator scheduler. On the other hand, STREAM takes a modular approach to query processing,
having separate optimization, execution, and scheduling components. Consequently, e.g., STREAM can support multiple scheduling policies [12, 13]. Unlike STREAM, which was developed from the ground up, TelegraphCQ was developed as an extension to the PostgreSQL relational DBMS [92]. The pros and cons of building a DSMS on top of an existing DBMS are documented in [79].

The Nile [60] and CAPE [121] DSMSs support many of the same features as STREAM. Unlike STREAM, Nile has limited support for adaptive query processing, but richer support for exploiting sharing of data and computation while processing multiple continuous queries concurrently. CAPE supports adaptive processing at many levels, but takes a different approach from StreaMon, as discussed in Section 3.5 in Chapter 3.

Gigascope is a DSMS tailored to the network monitoring domain [38]. Gigascope supports a declarative query language (GSQL) which is less expressive than CQL. Unlike STREAM, Gigascope takes a two-level approach to query processing where subqueries are pushed down to the network interface card to eliminate unneeded input stream tuples as quickly and efficiently as possible.

### 1.5.2 Other Continuous Query Processors

Apart from DSMSs, continuous queries are used in content-based filtering and publish-subscribe systems, e.g., [3, 43, 91, 99, 108]. Two recent systems, OpenCQ [82] and NiagaraCQ [34], support continuous queries for monitoring persistent data sets spread over a wide-area network, e.g., web sites over the Internet. While STREAM supports an expressive declarative language for continuous queries, both OpenCQ and NiagaraCQ support continuous queries specified in an event-condition-action format commonly used for triggers. Furthermore, OpenCQ and NiagaraCQ lack many of STREAM’s features, e.g., flexible query plans and operator scheduler, adaptive processing of commutative filters and stream joins, and an interface to monitor running query plans. Like NiagaraCQ, STREAM has support for shared evaluation of common subexpressions across multiple continuous queries. However, unlike NiagaraCQ, STREAM does not yet support adaptive regrouping of queries based on changes in workload, data, or system conditions.

Materialized views [59] and triggers [117] in conventional DBMSs are effectively continuous queries that need to be processed whenever the base data changes or a monitored
event happens. However, recall from Section 1.1 that materialized views and triggers are insufficient to meet the needs of stream-based applications easily and efficiently.
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The STREAM DSMS

In the previous chapter we motivated the need for Data Stream Management Systems (DSMSs) to meet the new requirements of stream-oriented applications. We now describe our contributions in the overall design and implementation of the STREAM general-purpose DSMS at Stanford.

Section 2.1 describes STREAM’s CQL declarative query language and its semantics for continuous queries over streams and relations. CQL queries in STREAM are translated into query plans composed of operators, queues, and synopses. Details of query plans are presented in Section 2.2. Section 2.3 discusses two issues critical to STREAM’s overall performance: sharing of data and computation among query plans, and an operator-scheduling algorithm that minimizes memory requirements for query plans under arbitrary stream arrival conditions. In Section 2.4 we describe the interface STREAM provides to DSMS administrators and users to monitor and manipulate query plans as they run. Related work is discussed in Section 2.5, and we conclude in Section 2.6.

2.1 The CQL Continuous Query Language

For simple continuous queries over streams—e.g., a query that filters a stream $S$, or joins $S$ with an unvarying table—it can be sufficient to use a relational query language such as SQL, replacing references to relations with references to streams, and streaming new tuples in the result. However, as continuous queries grow more complex, e.g., with the addition of
aggregation, subqueries, windowing constructs, and joins of streams and time-varying relations, the semantics of a conventional relational language applied to these queries quickly becomes unclear [5]. To address this problem, in the STREAM project we have defined a formal abstract semantics for continuous queries, and we have designed CQL, a concrete declarative query language that implements this semantics. While CQL is not a focus of this thesis, the query classes we consider in Chapters 4–6 are strict subsets of CQL. We now give a short overview of CQL and its semantics; full details appear in [5]. Detailed examples of the CQL queries considered in this thesis are given in Chapters 4–6.

### 2.1.1 Abstract Semantics

Our abstract semantics is based on two data types, *streams* and *relations*, which are defined using a discrete, ordered *time domain* \( \Gamma \):

- A stream \( S \) is an unbounded bag (multiset) of pairs \( (s, \tau) \), where \( s \) is a tuple and \( \tau \in \Gamma \) is the *timestamp* that denotes the logical arrival time of tuple \( s \) on stream \( S \).

- A relation \( R \) is a time-varying bag of tuples. The bag of tuples at time \( \tau \in \Gamma \) is denoted \( R(\tau) \), and we call \( R(\tau) \) an *instantaneous relation*. Note that our definition of a relation differs from the traditional one which has no built-in notion of time.

The abstract semantics uses three classes of operators over streams and relations:

- A *relation-to-relation* operator takes one or more relations as input and produces a relation as output.

- A *stream-to-relation* operator takes a stream as input and produces a relation as output.

- A *relation-to-stream* operator takes a relation as input and produces a stream as output.

Stream-to-stream operators are absent—they are composed from operators of the above three classes. These three classes are “black box” components of our abstract semantics:
the semantics does not depend on the exact operators in these classes, but only on generic properties of each class. Figure 2.1 summarizes our data types and operator classes.

A continuous query $Q$ is a tree of operators belonging to the above classes. The inputs of $Q$ are the streams and relations that are input to the leaf operators, and the output of $Q$ is the output of the root operator. The output is either a stream or a relation, depending on the class of the root operator. At time $\tau$, an operator of $Q$ logically depends on its inputs up to $\tau$: tuples of $S_i$ with timestamps $\leq \tau$ for each input stream $S_i$, and instantaneous relations $R_j(\tau')$, $\tau' \leq \tau$, for each input relation $R_j$. The operator produces new outputs corresponding to $\tau$: tuples of $S$ with timestamp $\tau$ if the output is a stream $S$, or instantaneous relation $R(\tau)$ if the output is a relation $R$. The behavior of query $Q$ is derived from the behavior of its operators in the usual inductive fashion.

### 2.1.2 Concrete Language

Our concrete declarative query language, CQL (for Continuous Query Language), is defined by instantiating the operators of our abstract semantics. Syntactically, CQL is a relatively minor extension to SQL.

**Relation-to-Relation Operators in CQL**

CQL uses SQL constructs to express its relation-to-relation operators, and much of the data manipulation in a typical CQL query is performed using these constructs, exploiting the rich expressive power of SQL.
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Stream-to-Relation Operators in CQL

The stream-to-relation operators in CQL are based on the concept of a *sliding window* [14] over a stream, and are expressed using a window specification language derived from SQL-99:

- A **tuple-based sliding window** on a stream $S$ takes an integer $N > 0$ as a parameter and produces a relation $R$. At time $\tau$, $R(\tau)$ contains the $N$ tuples of $S$ with the largest timestamps $\leq \tau$. It is specified by following $S$ with “[Rows $N$].” As a special case, “[Rows Unbounded]” denotes the append-only window “[Rows $\infty$].”

- A **time-based sliding window** on a stream $S$ takes a time interval $\omega$ as a parameter and produces a relation $R$. At time $\tau$, $R(\tau)$ contains all tuples of $S$ with timestamps between $\tau - \omega$ and $\tau$. It is specified by following $S$ with “[Range $\omega$].” As a special case, “[Now]” denotes the window with $\omega = 0$.

- A **partitioned sliding window** on a stream $S$ takes an integer $N$ and a set of attributes $\{A_1, \ldots, A_k\}$ of $S$ as parameters, and is specified by following $S$ with “[Partition By $A_1, \ldots, A_k$ Rows $N$].” It logically partitions $S$ into different substreams based on equality of attributes $A_1, \ldots, A_k$, computes a tuple-based sliding window of size $N$ independently on each substream, then takes the union of these windows to produce the output relation.

Relation-to-Stream Operators in CQL

CQL has three relation-to-stream operators: $Istream$, $Dstream$, and $Rstream$. $Istream$ (for “insert stream”) applied to a relation $R$ contains the pair $\langle s, \tau \rangle$ whenever tuple $s$ is in $R(\tau) - R(\tau - 1)$, i.e., whenever $s$ is inserted into $R$ at time $\tau$. $Dstream$ (for “delete stream”) applied to a relation $R$ contains $\langle s, \tau \rangle$ whenever tuple $s$ is in $R(\tau - 1) - R(\tau)$, i.e., whenever $s$ is deleted from $R$ at time $\tau$. $Rstream$ (for “relation stream”) applied to a relation $R$ contains $\langle s, \tau \rangle$ whenever tuple $s$ is in $R(\tau)$, i.e., every current tuple in $R$ is streamed at every time instant.
2.1.3 Example CQL Queries

Example 2.1.1 The following continuous query filters a stream $S$:

Select  Istream(*)
From    $S$ [Rows Unbounded]
Where   $S.A > 10$ and $S.B < 20$ and $S.C > 40$

Stream $S$ is converted into a relation by applying an unbounded (append-only) window. Each of the three filters “$S.A > 10$”, “$S.B < 20$”, and “$S.C > 40$”, is a relation-to-relation operator. The conjunction of these filters, as specified in the Where clause of the query, is a relation-to-relation operator formed by composing the three filters. This operator operates over the relation produced by the unbounded window on stream $S$, producing a relation whose tuples satisfy all the three filters. The inserts to this filtered relation over time are streamed in the query result by the Istream relation-to-stream operator.

CQL includes a number of syntactic shortcuts and defaults for convenience, which permit the above query to be rewritten in the following more intuitive form:

Select  *
From    $S$
Where   $S.A > 10$ and $S.B < 20$ and $S.C > 40$

Example 2.1.2 The following continuous query is a windowed join of two streams $S_1$ and $S_2$:

Select  *
From    $S_1$ [Rows 1000], $S_2$ [Range 2 Minutes]

The answer to this query is a relation. At any given time, the answer relation contains the join (on attribute $A$, with $A > 10$ and $S_1.B < 20$) of the last 1000 tuples of $S_1$ with the tuples of $S_2$ that have arrived in the previous 2 minutes. If we prefer instead to produce a stream containing new $A$ values as they appear in the join, we can write “Istream($S_1.A$)” instead of “*” in the Select clause.
2.2 Query Plans and Execution

When a continuous query specified in CQL is registered with the STREAM system, a query plan is compiled from it. Query plans are composed of operators, which perform the actual processing, queues, which buffer tuples (or references to tuples) as they move between operators, and synopses, which store operator state.

2.2.1 Operators

Recall from Section 2.1 that there are two fundamental data types in our query language: streams, defined as bags of tuple-timestamp pairs, and relations, defined as time-varying bags of tuples. We unify these two types in our implementation as sequences of timestamped tuples, where each tuple additionally is flagged as either an insertion (+) or deletion (−). We refer to the tuple-timestamp-flag triples as elements.

Streams only include + elements, while relations may include both + and − elements to capture the changing relation state over time. Queues logically contain sequences of elements representing either streams or relations. Each query plan operator reads from one or more input queues, processes the input based on its semantics, and writes any output to an output queue. Individual operators may materialize their relational inputs in synopses (see Section 2.2.3) if such state is useful.

The operators in the STREAM system that implement the CQL language are summarized in Table 2.1. In addition, there are several system operators to handle “housekeeping” tasks such as marshaling input and output and connecting the query plans together. During execution, operators are scheduled individually, allowing for fine-grained control over queue sizes and query latencies. Scheduling algorithms are discussed later in Section 2.3.2.

2.2.2 Queues

A queue in a query plan connects a “producing” plan operator $O_P$ to its “consuming” operator $O_C$. At any time a queue contains a (possibly empty) collection of elements representing a portion of a stream or relation. The elements that $O_P$ produces are inserted into the queue and buffered there until they are processed by $O_C$. 
Table 2.1: Operators used in STREAM query plans

<table>
<thead>
<tr>
<th>Name</th>
<th>Operator Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>select</td>
<td>relation-to-relation</td>
<td>Filters elements based on predicate(s)</td>
</tr>
<tr>
<td>project</td>
<td>relation-to-relation</td>
<td>Duplicate-preserving projection</td>
</tr>
<tr>
<td>binary-join</td>
<td>relation-to-relation</td>
<td>Joins two input relations</td>
</tr>
<tr>
<td>mjoin</td>
<td>relation-to-relation</td>
<td>Multiway join (MJoin) from [114]</td>
</tr>
<tr>
<td>union</td>
<td>relation-to-relation</td>
<td>Bag union</td>
</tr>
<tr>
<td>except</td>
<td>relation-to-relation</td>
<td>Bag difference</td>
</tr>
<tr>
<td>intersect</td>
<td>relation-to-relation</td>
<td>Bag intersection</td>
</tr>
<tr>
<td>antisemijoin</td>
<td>relation-to-relation</td>
<td>Antisemijoin of two input relations</td>
</tr>
<tr>
<td>aggregate</td>
<td>relation-to-relation</td>
<td>Performs grouping and aggregation</td>
</tr>
<tr>
<td>duplicate-eliminate</td>
<td>relation-to-relation</td>
<td>Performs duplicate elimination</td>
</tr>
<tr>
<td>seq-window</td>
<td>stream-to-relation</td>
<td>Implements time-based, tuple-based, and partitioned windows</td>
</tr>
<tr>
<td>i-stream</td>
<td>relation-to-stream</td>
<td>Implements Istream semantics</td>
</tr>
<tr>
<td>d-stream</td>
<td>relation-to-stream</td>
<td>Implements Dstream semantics</td>
</tr>
<tr>
<td>r-stream</td>
<td>relation-to-stream</td>
<td>Implements Rstream semantics</td>
</tr>
</tbody>
</table>

2.2.3 Synopses

Logically, a synopsis belongs to a specific plan operator, storing state that may be required for future evaluation of that operator. (In our implementation, synopses are shared among operators whenever possible, as described later in Section 2.3.1.) For example, to perform a windowed join of two streams, the join operator must be able to probe all tuples in the current window on each input stream. Thus, the join operator maintains one synopsis for each of its inputs. On the other hand, operators such as selection and duplicate-preserving union do not require any synopses.

The most common use of a synopsis in our system is to materialize the current state of a (derived) relation, such as the contents of a sliding window or the relation produced by a subquery. In Chapter 5, we will see synopses used to store partial intermediate join results in plans for multiway stream joins. Synopses used in query plans as part of join and aggregation operators always maintain indexes (e.g., hash indexes) on the respective join and grouping attributes to enable the operators to access selected subsets of the tuples efficiently. Synopses also may be used to store a summary of the tuples in a stream or relation for approximate query answering, e.g., see [88].
Performance requirements often dictate that synopses (and queues) must be kept in memory, and we tacitly make that assumption throughout this thesis. Our system does support overflow of these structures to disk, although currently it does not implement sophisticated algorithms for minimizing I/O when overflow occurs, e.g., [109].

### 2.2.4 Example Query Plan

When a CQL query is registered, STREAM constructs a query plan: a tree of operators, connected by queues, with synopses attached to operators as needed. As a simple example, a plan for the query from Example 2.1.2 is shown in Figure 2.2.

![Figure 2.2: A simple query plan illustrating operators, queues, and synopses](image)
There are four operators in the example plan: a select, an mjoin, and one instance of seq-window for each input stream. Queues $q_1$ and $q_2$ hold the input stream elements which could, for example, have been received over the network and placed into queues by a system operator (not depicted). Queue $q_3$, which is the output queue of the (stream-to-relation) operator seq-window, holds elements representing the relation “$S_1$ [Rows 1000].” Queue $q_4$ holds elements for “$S_2$ [Range 2 Minutes].” Queue $q_5$ holds elements for the joined relation “$S_1$ [Rows 1000] $\bowtie_{S_1.A=S_2.A} S_2$ [Range 2 Minutes]”. From these elements in $q_5$, Queue $q_6$ holds the elements passing the select operator which evaluates the conjunction of filters “$S_1.A > 10$” and “$S_1.B < 20$”. $q_6$ may lead to an output operator sending elements to the application, or to another query plan operator within the system.

The $A > 10$ filter of the select operator can be pushed down into one or both branches below the mjoin operator, and also below the seq-window operator on $S_2$. However, tuple-based windows do not commute with filter conditions [5], and therefore the select operator cannot be pushed below the seq-window operator on $S_1$.

The plan has four synopses, $\text{synopsis}_1$–$\text{synopsis}_4$. Each seq-window operator maintains a synopsis so that it can generate “$-$” elements when tuples expire from the sliding window. The mjoin operator maintains synopses materializing each of its relational inputs for use in performing joins with tuples on the opposite input. Since the select operator does not need to maintain any state, it does not have a synopsis.

Note that the contents of $\text{synopsis}_1$ and $\text{synopsis}_3$ are similar (as are the contents of $\text{synopsis}_2$ and $\text{synopsis}_4$), since both maintain a materialization of the same window, but at slightly different positions of stream $S_1$. Section 2.3.1 discusses how we eliminate such redundancy by sharing synopses. (In the plan in Figure 1.2 for our example network-monitoring query from Chapter 1, we assumed that the synopses are shared between the join operator and the respective window operators.)

### 2.2.5 Query Plan Execution

When a query plan is executed, operators in the plan are scheduled to execute in turn. Continuing with our example from the previous section, when the seq-window operator on $S_1$ is scheduled, it reads stream elements from $q_1$. Suppose it reads element $\langle s, \tau, + \rangle$. It
inserts tuple $s$ into \textit{synopsis}_1$, and if the window is full (i.e., the synopsis already contains 1000 tuples), it removes the earliest tuple $s'$ in the synopsis. It then writes output elements into $q_3$: the element $\langle s, \tau, + \rangle$ to reflect the addition of $s$ to the window, and the element $\langle s', \tau, - \rangle$ to reflect the deletion of $s'$ as it exits the window. Intuitively, the arrival of $\langle s, \tau, + \rangle$ in stream $S_1$ causes the insertion of $s$ into the window and the deletion of $s'$ from the window, all at logical time $\tau$ (recall Section 2.1.1). Therefore, the timestamps of both the output elements produced are the same, and also equal to that of the corresponding input element. The other \textit{seq-window} operator is analogous.

When scheduled, the \textit{mjoin} operator reads the earliest element across its two input queues. If it reads an element $\langle s, \tau, + \rangle$ from $q_3$, then it inserts $s$ into \textit{synopsis}_3 and joins $s$ with the contents of \textit{synopsis}_4, generating output elements $\langle s \cdot t, \tau, + \rangle$ for each matching tuple $t$ in \textit{synopsis}_4. Intuitively, the arrival of element $\langle s, \tau, + \rangle$ in stream $S_1$ at logical time $\tau$ causes the insertion of the tuples $s \cdot t$ in the join result at logical time $\tau$. Similarly, if the \textit{mjoin} operator reads an element $\langle s, \tau, - \rangle$ from $q_3$, it generates $\langle s \cdot t, \tau, - \rangle$ for each matching tuple $t$ in \textit{synopsis}_4, denoting the deletion of these tuples from the join result at logical time $\tau$. A symmetric process occurs for elements read from $q_4$.

Note that the \textit{mjoin} operator processes input elements in nondecreasing timestamp order across its input queues. Therefore, if the elements in each input queue are themselves in nondecreasing timestamp order, then the \textit{mjoin} will produce its output elements also in nondecreasing timestamp order. This property of processing stream elements in timestamp order is characteristic of all STREAM operators. However, we cannot assume that the stream elements coming from external sources will always arrive in timestamp order. STREAM's approach to this problem is to use an “input manager” that will reorder elements if they are not in order, and also add timestamps to input tuples if the source does not provide them. This approach is based on monitoring and using the properties of input streams such as the degree of out-of-order arrival within a stream and the timestamp skew in the arrival of different streams. Full details of this approach are provided in [103], and are not a focus of this thesis.

Continuing with the discussion of the execution of the plan in Figure 2.2, the \textit{select} operator dequeues elements from $q_5$. This operator tests the tuple in each element against its selection predicate, and enqueues the identical element into $q_6$ if the test passes, discarding
it otherwise. Unlike the seq-window and mjoin operators, the select operator is *stateless*, that is, it does not maintain any run-time state based on the tuples processed so far. Recall that stateless operators in STREAM do not require any synopses.

Note that the semantics of each of the above operators depends only on the timestamps of the elements it processes, not, e.g., on the “wall-clock” time at the DSMS. This property is also characteristic of all STREAM operators, and it allows the order and duration for which plan operators are scheduled to have no effect on the data in the query result. However, scheduling strategies are important because they dictate performance metrics such as latency and resource utilization. Scheduling is discussed further in Section 2.3.2.

### 2.3 Performance Issues

In the previous section we introduced the basic architecture of our query execution engine. However, simply generating the most straightforward query plan corresponding to a query and executing it as described can be very inefficient. In this section, we discuss two ways in which we improve the performance of our system: by eliminating data redundancy (Section 2.3.1) and by scheduling operators to most efficiently reduce intermediate state (Section 2.3.2).

#### 2.3.1 Synopsis Sharing

In Section 2.2.4, we observed that multiple synopses within a single query plan may materialize nearly identical relations. In Figure 2.2, synopsis$_1$ and synopsis$_3$ are an example of such a pair.

We eliminate this redundancy by replacing the two synopses with lightweight *stubs*, and a single *store* to hold the actual tuples. These stubs implement the same interfaces as non-shared synopses, so operators can be oblivious to the details of sharing. As a result, synopsis sharing can be enabled or disabled on the fly.

Since operators are scheduled independently, it is likely that operators sharing a single synopsis store will require slightly different views of the data. For example, if queue $q_3$ in Figure 2.2 contains 10 elements, then synopsis$_3$ will not reflect these changes (since the
mjoin operator has not yet processed them), although synopsis$_1$ will. When synopses are shared, logic in the store tracks the progress of each stub, and presents the appropriate view (subset of tuples) to each of the stubs. Clearly the store must contain the union of its corresponding stubs: A tuple is inserted into the store as soon as it is inserted by any one of the stubs, and it is removed only when it has been removed from all of the stubs.

To further decrease state redundancy, multiple query plans involving similar intermediate relations can share synopses as well. For example, suppose the following query is registered in addition to the query in Section 2.2.4:

```
Select A, Max(B)
From S$_1$ [Rows 200]
Group By A
```

The window on $S_1$ in this query is a subset of the window on $S_1$ in the other query. Thus, the same data store can be used to materialize both windows. The combination of the two query plans with both types of sharing is illustrated in Figure 2.3.

### 2.3.2 Operator Scheduling

An operator consumes elements from its input queues and produces elements on its output queue. Thus, the global operator scheduling policy can have a large effect on memory utilization, particularly with bursty input streams.

Consider the following simple example. Suppose we have a query plan with two operators, $O_1$ followed by $O_2$. Assume that $O_1$ takes one time unit to process a batch of $n$ elements, and it produces $0.2n$ output elements per input batch (i.e., its selectivity is 0.2). Further, assume that $O_2$ takes one time unit to operate on $0.2n$ elements, and it sends its output out of the system. (As far as the system is concerned, $O_2$ produces no elements, and therefore its selectivity is 0.) Consider the following bursty arrival pattern: $n$ elements arrive at every time instant from $t = 0$ to $t = 6$, then no elements arrive from time $t = 7$ through $t = 13$. Under this scenario, consider the following scheduling strategies:

- **FIFO scheduling:** When batches of $n$ elements have been accumulated, they are passed through both operators in two consecutive time units, during which no other element is processed.
Greedy scheduling: At any time instant, if there is a batch of \( n \) elements buffered before \( O_1 \), it is processed in one time unit. Otherwise, if there are more than \( 0.2n \) elements buffered before \( O_2 \), then \( 0.2n \) elements are processed using one time unit. This strategy is “greedy” since it gives preference to the operator that has the greatest rate of reduction in total queue size per unit time.

The following table shows the expected total queue size for each strategy, where each table entry is a multiplier for \( n \).
After time $t = 6$, input queue sizes for both strategies decline until they reach 0 after time $t = 13$. The greedy strategy performs better because it runs $O_1$ whenever it has input, reducing queue queue size by $0.8n$ elements each time step, while the FIFO strategy alternates between executing $O_1$ and $O_2$.

However, the greedy algorithm has its shortcomings. Consider a plan with operators $O_1$, $O_2$, and $O_3$. $O_1$ produces $0.9n$ elements per $n$ input elements in one time unit, $O_2$ processes $0.9n$ elements in one time unit without changing the input size (i.e., it has selectivity 1), and $O_3$ processes $0.9n$ elements in one time unit and sends its output out of the system (i.e., it has selectivity 0). Clearly, the greedy algorithm will prioritize $O_3$ first, followed by $O_1$, and then $O_2$. If we consider the arrival pattern in the previous example then our total queue size is as follows (again as multipliers for $n$):

<table>
<thead>
<tr>
<th>Time</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIFO scheduling</td>
<td>1.0</td>
<td>1.9</td>
<td>2.9</td>
<td>3.0</td>
<td>3.9</td>
<td>4.9</td>
<td>5.0</td>
<td>3.2</td>
</tr>
<tr>
<td>Greedy scheduling</td>
<td>1.0</td>
<td>1.9</td>
<td>2.8</td>
<td>3.7</td>
<td>4.6</td>
<td>5.5</td>
<td>6.4</td>
<td>3.7</td>
</tr>
</tbody>
</table>

In this case, the FIFO algorithm is better. Under the greedy strategy, although $O_3$ has highest priority, sometimes it is “blocked” from running because it is preceded by $O_2$, the operator with the lowest priority. If $O_1$, $O_2$ and $O_3$ are viewed as a single block, then together they reduce $n$ elements to zero elements over three units of time, for an average reduction of $0.33n$ elements per unit time—better than the reduction rate of $0.1n$ elements $O_1$ provides. Since the greedy algorithm considers individual operators only, it does not take advantage of this fact.

This observation forms the basis of our chain scheduling algorithm [12]. Our algorithm forms blocks (“chains”) of operators as follows: Start by marking the first operator in the plan as the “current” operator. Next, find the block of consecutive operators starting at the “current” operator that maximizes the reduction in total queue size per unit time. Mark the first operator following this block as the “current” operator and repeat the previous step until all operators have been assigned to chains. Chains are scheduled according to the
greedy algorithm, but within a chain, execution proceeds in FIFO order. In terms of overall memory usage, this strategy is provably close to the optimal “clairvoyant” scheduling strategy, i.e., the optimal strategy based on knowledge of future input, as shown in [12].

2.4 The STREAM System Interface

In a system for continuous queries, it is important for users, system administrators, and system developers to have the ability to inspect the system while it is running and to experiment with adjustments. To meet these needs, we have developed a graphical query and system visualizer for the STREAM system. The visualizer allows the user to:

- View the structure of query plans and their component entities (operators, queues, and synopses). Users can view the path of data flow through each query plan as well as the sharing of computation and state within the plan.

- View the detailed properties of each entity. For example, the user can inspect the amount of memory being used (for queue and synopsis entities), the current throughput (for queue and operator entities), selectivity of predicates (for operator entities), and other properties.

- Dynamically adjust entity properties. These changes are reflected in the system in real time. For example, an administrator may choose to increase the size of a queue to better handle bursty arrival patterns.

- View monitoring graphs that display time-varying entity properties such as queue sizes, throughput, overall memory usage, and join selectivity, plotted dynamically against time.

A screenshot of our visualizer is shown in Figure 2.4. The large pane at the left displays a graphical representation of a currently selected query plan. The particular query shown is a windowed join over two streams, \( R \) and \( S \). Each entity in the plan is represented by an icon: the ladder-shaped icons are queues, the boxes with magnifying glasses over them are synopses, the window panes are windowing operators, and so on. In this example, the
user has added three monitoring graphs: the rate of element flow through queues above and below the join operator, and the selectivity of the join.

The upper-right pane displays the property-value table for a currently selected entity. The user can inspect this list and can alter the values of some of the properties interactively. Finally, the lower-right pane displays a legend of entity icons and descriptions for reference.

Our technique for implementing the monitoring graphs shown in Figure 2.4 is based on introspection queries over a special system-managed stream called SysStream. Every entity can publish any of its property values at any time onto SysStream. When a specific dynamic
monitoring task is desired, e.g., monitoring recent join selectivity, the relevant entity writes its statistics periodically on \textit{SysStream}. Then a standard CQL query, typically a windowed aggregation query, is registered over \textit{SysStream} to compute the desired continuous result, which is fed to the monitoring graph in the visualizer. Users and applications can also register arbitrary CQL queries over \textit{SysStream} for customized monitoring tasks.

2.5 Related Work

This section discusses work related to the components of data stream management that we considered in this chapter.

In Section 2.1 we gave an overview of STREAM’s CQL declarative query language and formal abstract semantics for continuous queries. The design and implementation of CQL is not a focus of this thesis. The complete details of CQL, its abstract semantics, and its relationship to previous work on triggers, materialized views, and other languages for continuous queries are given in [5]. For example, in [5] we show that basic CQL (without user-defined functions, aggregates, or window operators) is strictly more expressive than \textit{Tapestry} [108], \textit{Tribeca} [106], GSQL [38], and materialized views over relations with or without \textit{chronicles} [73]. We also discuss our choice to define a language based on both relations and streams, instead of taking a stream-only approach as in \textit{TelegraphCQ} [30]. In this thesis we consider the processing of two classes of CQL queries: pipelined stream filters and multiway stream joins. Detailed examples of these query classes are given in Chapters 4–6.

STREAM processes continuous queries in an incremental fashion using flexible query execution plans that support adaptive re-optimization and fine-grained scheduling decisions. Related work in this category includes the processing of joins [56, 61, 114] and aggregation [44, 53] over streams. While the join operators considered in [56, 61, 114] are similar in many respects to STREAM’s \texttt{mjoin} operator, they have no support for adaptive processing. References [44, 53] focus on giving approximate answers while processing aggregations over streams under resource constraints. Sharing of data and computation across multiple continuous queries is considered in detail in [8, 43]. Neither approximation nor resource sharing are a focus of this thesis.
The uncontrollable push-based arrival of data streams and the need for quality of service (QoS) guarantees for continuous queries have motivated work on QoS-aware scheduling of operators in DSMSs. In Section 2.3.2 we discussed our work on scheduling operators to minimize memory usage for bursty streams. We have also worked on multi-objective scheduling [13], e.g., scheduling to minimize memory requirements subject to latency constraints. Related work in this category includes scheduling strategies for shared window joins [62] and scheduling strategies for a variety of QoS metrics [28]. Operator scheduling strategies are not a focus of this thesis.

When incoming stream arrival rates exceed the DSMS’s ability to provide exact results for the active queries, DSMSs perform load-shedding by introducing approximations that gracefully degrade accuracy [15, 107]. The techniques proposed in this thesis are for processing continuous queries with accurate results, although the techniques in Chapter 6 for exploiting stream-based constraints may inadvertently introduce approximations if the input stream properties change abruptly.

STREAM currently does not implement sophisticated algorithms for minimizing I/O when memory limitations force synopses and queues to be written to disk. Other work has addressed techniques for handling operators that join streaming data with data archived on disk [32], and stateful operators like windowed joins and aggregation that control how run-time state is spilled to disk when it no longer fits in the available memory [112, 114]. While the work in this thesis has been done in the context of a main-memory DSMS, some of our techniques extend to DSMSs that handle disk-resident data. Details will be provided in the respective chapters.

2.6 Conclusion

In this chapter we gave an overview of the overall design and implementation of the STREAM general-purpose DSMS. We described STREAM’s CQL declarative query language for continuous queries and the details of query plans STREAM uses to execute CQL queries. We discussed two issues critical to STREAM’s overall performance: sharing of data and computation among query plans, and an operator-scheduling algorithm that minimizes memory requirements for plans under arbitrary stream arrival conditions. Finally, we described STREAM’s graphical interface for monitoring and manipulating query plans.
CHAPTER 2. THE STREAM DSMS

The STREAM prototype is now a mature system that can support stream-based applications. We conclude this chapter by outlining the major milestones in our development of the STREAM prototype.

1. **System demonstration:** The first major milestone in the development of the STREAM prototype was its demonstration at the ACM International Conference on Management of Data (SIGMOD), June 2003. This demonstration focused on the CQL language and the graphical interface for monitoring and manipulating query plans.

2. **Web-accessible demonstration:** In November 2003 we made the STREAM server accessible over the public Internet. Without installing any source code, users can connect using an HTML browser to a STREAM server running on a computer inside Stanford. Once connected, STREAM’s graphical client is started on the user’s local machine. With this client-server arrangement, users can try out almost all of the STREAM prototype’s functionality, including running the Linear Road Benchmark for DSMSs [6].

3. **Release of source code:** The source code for the STREAM system was released publicly in late 2004. This release includes the code for the STREAM server, a simple textual client, and STREAM’s graphical client. The graphical client incorporates the interface described in Section 2.4 for monitoring and manipulating query plans.
Chapter 3

Adaptive Query Processing with StreaMon

The previous chapter described how query plans composed of operators, queues, and synopses are used to execute continuous queries in the STREAM DSMS. Given a CQL query $Q$, we could use a conventional DBMS plan-first execute-next approach [100] to generate a plan for it. A query optimizer would first enumerate possible plans for $Q$. For example, for the stream filter query in Example 2.1.1 from the previous chapter, the optimizer has a choice of six execution plans corresponding to the six different orders in which the three filters can be evaluated on each tuple. While enumerating plans, the optimizer estimates the cost (e.g., number of processor cycles or wall-clock time) of each plan to process the input stream tuples arriving per unit time (e.g., every second). The plan with lowest estimated cost is then used to execute $Q$ throughout its lifetime in the DSMS.

However, this conventional DBMS approach to query processing can cause severe performance degradation in a DSMS. The cost of a plan for a continuous query depends on the current stream conditions (e.g., data distribution, arrival rate) and system conditions (e.g., query load, memory availability). In a DSMS, stream and system conditions may vary significantly over the lifetime of a long-running continuous query. A plan that is most efficient for a continuous query $Q$ at a point in time may become very inefficient to process $Q$ when stream or system conditions change. Consequently, it is important for a DSMS to support adaptive query processing [10, 21, 64]: The DSMS must be prepared to change the
execution plan for a continuous query while the query is running, based on how stream and system conditions change. Without adaptivity, plan performance may drop drastically over time.

In this chapter we present an overview of our generic framework, called StreaMon, for adaptive query processing in a DSMS. We first present the overall StreaMon framework in Section 3.1, then in Sections 3.2–3.4 we describe three instantiations of StreaMon. In each case we have instantiated the generic components of StreaMon in specific ways to address a particular continuous query type and adaptivity need. These three instantiations form the basis of the work discussed in more detail in Chapters 4–6.

Section 3.2 instantiates StreaMon to process commutative-filter queries adaptively over a stream, like the CQL query in Example 2.1.1 in Chapter 2. This query represents a very common class of continuous queries, which we call pipelined filters. The challenge in pipelined-filter processing is to maintain the order in which the filters are evaluated over input stream tuples that is most efficient for the stream and system conditions at any point in time.

Section 3.3 instantiates StreaMon to process windowed join queries adaptively over streams, like the CQL query in Example 2.1.2 in Chapter 2. An optimizer is faced with a large number of options while picking a plan for a windowed stream join, e.g., pipelined plans, full materialization of intermediate join results, partial caching of join results, memory allocation to multiple synopses, and others. Furthermore, unlike conventional DBMS optimizers, a continuous-query optimizer needs to consider the cost of switching to another plan when a change in stream or system conditions makes the current plan suboptimal.

Query plans for continuous queries often need to maintain significant run-time state in memory, which limits the number of queries the DSMS can process simultaneously. For example, the query plan for a windowed stream join query (see Figure 1.2 in Chapter 1) needs to store all tuples in the current windows over the streams. Section 3.4 describes an instantiation of StreaMon that addresses this problem. Our basic approach is to monitor input streams for various data or arrival patterns that can be exploited to reduce run-time state considerably, without compromising correctness. Our approach is designed to adapt to changes in such patterns over time.
3.1 StreaMon

We begin by presenting our generic StreaMon framework for adaptive query processing in a DSMS. StreaMon has three components as shown in Figure 3.1:

- An **Executor**, which produces query results by running currently-chosen plans on incoming stream tuples and relation updates.

- A **Profiler**, which collects and maintains statistics about current stream and system conditions.

- A **Re-optimizer**, which ensures that current plans and resource usage are the most efficient for current stream and system conditions.

A declarative continuous query $Q$ is input to the Re-optimizer, which initially performs the same role as that of a conventional DBMS optimizer. The Re-optimizer first enumerates possible plans for $Q$. It then estimates the execution cost of each plan based on a cost model.
that predicts the \textit{unit-time cost} \cite{75} of each plan. The unit-time cost of a plan \( P \) represents the average cost in terms of execution time to process all of \( P \)'s input tuples arriving at the DSMS in a single time unit. This metric, used commonly for continuous queries, will be used throughout this thesis. Motivation and details of this metric are given in \cite{75} where it was first introduced.

The Re-optimizer picks the plan \( P_{\text{min}} \) with the minimum estimated unit-time cost based on the current stream and system conditions. \( P_{\text{min}} \) is given to the Executor, which starts using \( P_{\text{min}} \) to process \( Q \) over its input stream tuples and relation updates.

At the same time, the Re-optimizer informs the Profiler which statistics about the input streams and relations as well as the system are required to identify the best plan for \( Q \). The estimated values that were used by the Re-optimizer for these statistics are also given to the Profiler. The Profiler then continuously monitors and maintains these statistics over time. If the value of any of these statistics changes by a significant amount, the Profiler informs the Re-optimizer. The Re-optimizer then repeats the plan enumeration and costing step with the new set of statistics to check whether the current plan \( P_{\text{min}} \) used by the Executor has become less efficient than the best plan \( P'_0 \) for the new statistics. If \( P_{\text{min}} \) is less efficient than \( P'_0 \), then the Re-optimizer tells the Executor to switch to \( P'_0 \) for future processing of \( Q \).

The steps outlined above are the generic steps involved in the operation of StreaMon for a continuous query. Some of these steps may incur significant run-time overhead if executed naively. The instantiations of StreaMon that we describe in this thesis incorporate many techniques to reduce this potential overhead. While the complete details of these techniques are deferred to the respective chapters, we give some examples here.

The Profiler and the Executor are often combined in part so that many of the statistics required for plan costing can be simply observed as part of regular query execution. Such an interaction usually reduces run-time overhead significantly compared to having the Profiler compute these statistics directly. As another example, the instantiation of StreaMon for pipelined filters implements a technique that avoids the need to repeat plan enumeration each time stream or system conditions change. With this technique, the new best plan can be computed in an incremental fashion starting from the current plan. Furthermore, in Chapter 7 we propose a new technique called \textit{plan-logging} that reduces StreaMon’s run-time overhead gradually over time for long-running continuous queries.
As we have just seen, the run-time overhead incurred to maintain adaptivity is an important metric in adaptive query processing. Two other metrics are important as well: convergence properties and speed of adaptivity. The convergence properties of an adaptive query processing algorithm are the properties of the plan that the algorithm converges to when input stream and system conditions are stable (unvarying). For example, the property of the converged plan that we consider in this thesis is the ratio of this plan’s cost to the cost of the optimal plan for the stable stream and system conditions. Other convergence properties of interest might be, e.g., the steady-state memory requirement, or average latency of tuple flow through the plan. We do not expect stream and system conditions to change all the time, so periods of change will be separated by (possibly long) periods when conditions are stable. The convergence properties of an adaptive algorithm indicate how good we can expect the plan performance to be during these stable periods. When conditions change, the speed of adaptivity dictates how quickly the algorithm will converge to its new selected plan for the new conditions.

We have observed a three-way tradeoff in adaptive query processing among the run-time overhead, convergence properties, and speed of adaptivity metrics. For example, algorithms that adapt quickly and have good convergence properties typically require significantly more run-time overhead. If we have strict limitations on the run-time overhead, then we usually must sacrifice either speed of adaptivity or convergence properties. Adaptive algorithms in StreaMon are designed around this three-way tradeoff. For some of the query classes we consider, we have developed a suite of adaptive algorithms that lie at different points along this tradeoff spectrum. More details of the three-way tradeoff and how it affects our approach are given in Chapters 4 and 5.

Having given an overview of StreaMon, we are ready to describe our instantiations of the generic components of StreaMon for specific classes of continuous queries.

### 3.2 Adaptive Ordering of Pipelined Filters

The first class of continuous queries we consider for adaptive processing is called pipelined filters. A pipelined filter query is a conjunction of commutative filters over a single stream, as illustrated by the CQL query in Example 2.1.1 in Chapter 2. This query is reproduced here for convenience:
Select *
From S
Where S.A > 10 and S.B < 20 and S.C > 40

This query operates on stream S. Each of the filters in the query S.A > 10, S.B < 20, and S.C > 40 will evaluate to true or to false on a tuple of S, and the result of the query is a stream containing S tuples that satisfy all three filters. Because the filters are commutative, they can be evaluated in any order on each S tuple without affecting the correctness of the query result. Consequently, we have six possible execution plans for this query, corresponding to the six (= 3!) ways in which we can order three filters.

The STREAM system will use a plan with a single select operator to process this filter query (recall Section 2.2.4 from Chapter 2). However, at any point in time, the select operator needs to pick one of the six possible filter orders to process incoming S tuples. The unit-time cost of these plans differ based on the selectivity and the per-tuple processing time of each filter. (The selectivity of a filter is the probability that it will evaluate to true on a random input tuple.)

Let us denote the filters S.A > 10, S.B < 20, and S.C > 40 as F_1, F_2, and F_3 respectively. Let d_i denote the probability that filter F_i will evaluate to false on a random tuple in stream S. That is, the selectivity of F_i is 1 – d_i. Let t_i denote the average processing time per tuple for filter F_i. Since all three filters are simple boolean predicates on a single attribute, we will assume that t_1 = t_2 = t_3.

Suppose d_3 > d_1 based on the current data characteristics of tuples arriving in stream S. That is, the probability of S.C being greater than 40 is less than the probability of S.A being greater than 10 for a random S tuple arriving at the DSMS. In this scenario, it is clearly more efficient on average to evaluate F_3 before F_1 on incoming S tuples. Therefore, F_3 should come before F_1 in the filter ordering used for the query.

Now suppose d_2 > d_3 > d_1. Extending our above reasoning, the best filter ordering is F_2, F_3, F_1, i.e., F_2 is evaluated first on an incoming tuple s ∈ S, followed by F_3 if s passes F_2, and finally F_1 if s passes both F_2 and F_3. However, this ordering may be suboptimal compared to F_2, F_1, F_3 if filters F_2 and F_3 are correlated (nonindependent). For example, the probability that a tuple s ∈ S has s.C > 40 may be very high if we already know that s.B < 20. In general, we say that filters F_i and F_j over stream S are correlated...
if $d_{ij} \neq d_i \times d_j$, where $d_{ij}$ is the probability that both $F_i$ and $F_j$ will evaluate to false on a random tuple in $S$. As we illustrated above, ordering filters without accounting for correlations can be significantly suboptimal.

Now suppose the distribution of data among incoming $S$ tuples changes so that the values of $d_2$ and $d_3$ drop all of a sudden. Because of this change, the DSMS should switch to using the filter evaluation order $F_1, F_2, F_3$ which is much more efficient for the new conditions than the previously optimal $F_2, F_1, F_3$.

The above example motivates the problem of selecting good orderings for potentially-correlated pipelined filters, and adapting over time as stream or system conditions change. We developed the A-Greedy algorithm to address this problem. A-Greedy instantiates the generic StreaMon framework as shown in Figure 3.2.

The job of A-Greedy’s Re-optimizer for a pipelined filter query over a stream $S$ is to ensure that at any point in time the filter ordering used to process incoming $S$ tuples is efficient for the current stream and system conditions. Unfortunately, it has been shown...
that the problem of finding the optimal ordering of a set of correlated pipelined filters is NP-Hard [89]. A-Greedy overcomes this hurdle using a simple greedy algorithm for ordering the filters that takes into account the conditional (joint) selectivities for correlated filters. This greedy algorithm is very efficient, and more importantly, this polynomial-time algorithm for the NP-Hard filter-ordering problem gives an ordering whose unit-time cost is provably within a constant factor $4$ of the cost of the optimal ordering. In experiments the greedy algorithm usually finds the optimal ordering.

The Re-optimizer is able to make the strong theoretical claim about the filter ordering, and achieve good performance in practice, but it requires taking into account conditional filter selectivities as well as filter processing times. Furthermore, to adapt to changes in stream and system conditions, we must monitor continuously to determine when statistics change. In particular, we must detect when statistics change enough that the current ordering is no longer consistent with the ordering that would be selected by the greedy algorithm. A-Greedy’s Profiler is responsible for keeping online estimates of statistics and detecting when they change, as indicated in Figure 3.2.

For $n$ filters, the total number of conditional selectivities is $n^{2^n - 1}$. For small $n$, it may be feasible for the Profiler to maintain online estimates of all these selectivities. However, this task quickly becomes infeasible as $n$ increases, and also is impractical for an online adaptive approach. A-Greedy’s Profiler addresses this problem by maintaining a summary structure that keeps track of a selected quadratic number of conditional filter selectivities. Details of this structure as well as the techniques used by the Profiler for efficiently approximating the conditional selectivities are given in Chapter 4. Roughly, statistics collection is based on sampling as well as the observation of regular query execution to reduce the run-time overhead of the Profiler.

Based on the summary structure maintained by the Profiler, the Re-optimizer can detect quickly when statistics have changed such that the current ordering used by the Executor is no longer consistent with the ordering that would be selected by the greedy algorithm. This structure also enables the Re-optimizer to compute the new greedy ordering efficiently when statistics change. When a change is detected, the Re-optimizer informs the Executor which then switches to the new greedy ordering. Switching to a new ordering in pipelined filters does not require any change in run-time state, so it involves little overhead.
The complete details of A-Greedy will be described in Chapter 4. Next we describe our instantiation of StreaMon for processing a more complex class of continuous queries adaptively.

3.3 Adaptive Caching for Windowed Stream Joins

Our second instantiation of StreaMon considers the adaptive processing of multiway windowed stream join queries. The example network-monitoring query in Section 1.3 from Chapter 1 is an instance of a windowed stream join. The query is reproduced here for convenience:

```
Select sum(C.size) 
From C [Range 10 minutes], B [Range 10 minutes], O [Range 10 minutes] 
Where C.pid = B.pid and B.pid = O.pid
```

Recall that this continuous query joins streams C, B, and O on attribute pid with a 10-minute sliding window of tuples on each stream. The MJoin-based plan in Figure 1.2 for this query is repeated in Figure 3.3 for convenience. This plan contains a pipeline of join operators for each input stream, which is used to join insertions and deletions in that stream with the windows of the other streams. For example, when a tuple $c \in C$ is inserted into the window $W_c$, the other two windows are probed with $c.pid$ in some order, e.g., the order $W_o, W_b$ is used in Figure 3.3. If both windows contain tuples matching $c.pid$, then joined tuples are created and sent as insertions to the aggregation operator. Otherwise, processing on $c$ stops at the first window that does not contain a matching tuple.

A join pipeline in an MJoin is a pipeline of commutative operators, similar to pipelined filters. However, unlike a filter, a join operator may produce an arbitrary number of output tuples per input tuple. Although the mapping between join pipelines and pipelined filters is not exact, the A-Greedy algorithm can be extended in a relatively straightforward manner to order join operators in MJoins, as indicated in Figure 3.2. Full details of this extended A-Greedy algorithm are given in Chapter 5.
The combination of MJoin plans and the extended A-Greedy algorithm for adaptive ordering of MJoin pipelines gives us a complete approach for adaptive processing of multiway windowed stream joins. However, MJoins may not be the most efficient way of processing windowed stream joins under all scenarios because MJoins do not maintain intermediate join results. For example, consider again the MJoin in Figure 3.3. Each tuple \( c \in C \) will be joined first with \( W_o \), and the resulting tuples will be joined with \( W_b \). The intermediate join results generated—\( c \Join W_o \), \( c \Join W_o \Join W_b \)—are discarded after \( c \) is processed. Not maintaining such intermediate results can limit performance in scenarios where values of join attributes repeat in incoming tuples in \( C \). For example, if \( c' \in C \) arrives after \( c \) with the same join-attribute values as \( c \), then the MJoin will repeat the computation it did for \( c \), to generate the same intermediate join results again.

In contrast to the multiway MJoins, an XJoin [112], which is a tree of two-way joins, maintains a fully-materialized join result for each intermediate two-way join in the plan. Figure 3.4(a) shows an XJoin-based plan for our example network-monitoring query. This
XJoin uses a left-deep tree and maintains one intermediate join result—the join of windows $W_b$ and $W_o$—indicated in the figure as $W_b \bowtie W_o$. Each new tuple $c \in C$ can now be joined with $W_b \bowtie W_o$ directly instead of being joined with $W_b$ and $W_o$ separately. Consequently, joining tuples in $W_b$ and $W_o$ need not be computed again and again when multiple tuples in stream $C$ have the same join-attribute values. (Note that join plans in conventional DBMSs are usually trees of two-way join operators, like XJoins. To our knowledge, multiway join operators like MJoins are not used in conventional DBMSs.)

While XJoins can address the recomputation problem of MJoins, the extra run-time state carried by XJoins may hinder adaptivity when stream or system conditions change. For example, if stream $B$ has a long burst of tuple arrivals, then we may want to switch from the XJoin in Figure 3.4(a) to the XJoin in Figure 3.4(b) because the latter can process $B$ tuples efficiently. Such plan switching can be expensive if plans carry a lot of state [121]:

```
```
The state in the old plan has to be disposed (e.g., to reclaim memory) and the complete state in the new plan has to be generated and materialized before we can start processing new input tuples. In volatile stream and system conditions, it is important to keep the cost of switching between plans low, so as to avoid a significant pause in throughput when conditions change.

It follows from the above discussion that extra state in query plans may be required for good performance when stream and system conditions are steady, but extra state can increase the cost of switching between plans. We have developed a new approach for windowed stream joins, called A-Caching, that addresses these conflicting requirements of multiway windowed stream joins. A-Caching instantiates the three generic components of StreaMon as shown in Figure 3.5.

The plan used by A-Caching’s Executor for a windowed stream join is basically an MJoin, but the MJoin pipelines may contain join result caches. A cache in a join pipeline corresponds to a segment of join operators in the pipeline. Intuitively, the cache stores join
results computed by these operators in the recent past. If a tuple $t$ being processed currently by the pipeline has the same join-attribute values as a tuple $t'$ processed in the recent past, then the cache enables us to save the regular join computation for $t$: the tuples joining with $t$ can be simply looked up in the cache where they would have been placed when $t'$ was processed.

Adding caches to MJoin pipelines gives many advantages:

1. The resulting plan space captures a large spectrum of windowed stream join plans that includes both MJoins and XJoins as well as arbitrary combinations of MJoins and XJoins.

2. Unlike the fully-materialized state in XJoins, caches can be added, populated incrementally, and dropped with little overhead. Therefore, the cost of switching from one MJoin with caches to another is low, enabling fast adaptivity when stream or system conditions change.

3. Unlike XJoins, the performance of MJoins with caches degrades gracefully when memory availability decreases.

However, it is a nontrivial problem to add and remove caches adaptively in the MJoin pipelines used by the Executor, based on stream and system conditions. This problem is addressed collectively by A-Caching’s Re-optimizer and Profiler as illustrated in Figure 3.5.

A-Caching’s Profiler monitors the cost and benefit of using different caches in MJoin pipelines. Intuitively, the benefit we get from using a cache in a join pipeline is the unit-time cost of the pipeline without the cache minus the unit-time cost with the cache. The cost of using a cache in a join pipeline is the unit-time cost of ensuring that the cached contents are current. If a cache is actually being used by the Executor in a pipeline as part of regular join processing, then its cost and benefit can be observed directly. It is more challenging to estimate the cost and benefit of a cache that is not being used, as we discuss in Chapter 5.

A-Caching’s Re-optimizer is responsible for ensuring that the set of caches used in the join pipelines at a point of time is the best for current conditions. This cache selection
problem is NP-Hard. Details of the problem as well as algorithms for it are described in Chapter 5. Furthermore, since the memory in a DSMS must be partitioned among all active continuous queries \cite{29, 88}, it may be that we do not have sufficient memory to store all caches selected by our cache selection algorithm. Therefore, the Re-optimizer is also responsible for dynamically allocating memory to the caches to maximize overall benefit under constraints on memory availability.

Chapter 5 will describe A-Caching in detail. Next we describe our instantiation of StreaMon to minimize memory requirements for windowed stream join plans.

### 3.4 Adaptive Memory Minimization using k-Constraints

Query plans for continuous queries often need to maintain significant run-time state in memory, which limits the number of queries the DSMS can process simultaneously. Consider our example network-monitoring query used in the previous section. An MJoin-based plan to execute this query is shown in Figure 3.3. This plan has to store all tuples in the ten-minute sliding window over each stream because an incoming tuple in a stream can join with any tuple in the windows over the other streams. Therefore, the total memory requirement for this plan is roughly the sum of the sizes of the three windows (plus extra memory for hash indexes on the windows), which can be quite large if the streams have high arrival rates.

Recall from Section 1.3 in Chapter 1 that the input streams \( C, B, \) and \( O \) involved in this query exhibit some interesting properties. First, the packets monitored by the query flow through link \( C \) to link \( B \) to link \( O \). Thus, a tuple corresponding to a specific \( \text{pid} \) appears in stream \( C \) first, then a joining tuple may appear in stream \( B \), and lastly in stream \( O \). Second, if the latency of the network between links \( C \) and \( B \) and between links \( B \) and \( O \) is bounded by \( d_{cb} \) and \( d_{bo} \) respectively, then a packet that flows through links \( C, B, \) and \( O \) will appear in stream \( B \) no later than \( d_{cb} \) time units after it appears in stream \( C \), and in stream \( O \) no later than \( d_{bo} \) time units after it appears in stream \( B \). As we showed in Section 1.3, these two properties can be exploited to reduce the overall memory requirement for the query plan significantly. For example, when a tuple \( b \) arrives in stream \( B \) and no joining tuple exists in the window on \( C \), \( b \) can be discarded immediately because a tuple in \( C \) joining with \( b \) should have arrived before \( b \).
This example shows the importance of detecting and exploiting stream properties to reduce memory requirements in plans for continuous queries. Based on a study of several stream-based applications, we identified a set of basic constraints that individually or in combination capture the majority of properties useful for memory reduction in continuous queries [102]. For example, one of the basic constraints we identified is ordering, where the arrival of stream tuples is in increasing (or decreasing) order of the value of one or more attributes.

It is unrealistic to expect streams to satisfy strict constraints at all times, due to variability in data generation, network load, scheduling, and other factors. However, streams frequently come close to satisfying constraints, and we want to be able to take advantage of these situations. To address this problem, we developed the notion of $k$-constraints, where $k \geq 0$ is an adherence parameter capturing the degree to which a stream or joining pair of streams adheres to the strict interpretation of the constraint. The constraint holds with its strict interpretation when $k = 0$. For example, $k$-ordering specifies that out-of-order stream tuples are no more than $k$ tuples apart.

We developed a query-processing architecture, called $k$-Mon, that can detect useful $k$-constraints automatically in input data streams and exploit these constraints to reduce run-time state in plans for continuous queries. Since stream properties may change over time, it is important for $k$-Mon to take an adaptive approach to query processing. Therefore, $k$-Mon instantiates the generic StreaMon architecture as shown in Figure 3.6.

Continuous queries are registered with $k$-Mon’s Re-optimizer, which generates an initial STREAM query plan based on any currently known $k$-constraints on the input streams in the query. The Executor begins executing this plan. At the same time, the Re-optimizer informs the Profiler about constraints that may be used to reduce the memory requirement for this query.

The Profiler monitors input streams continuously and informs the Re-optimizer whenever $k$ values for potentially-useful constraints change. As usual, we combine constraint monitoring with query execution whenever possible to reduce the monitoring overhead. The Re-optimizer adapts to the changes detected by the Profiler by adjusting the $k$ values used by the Executor for memory reduction. Obviously if a $k$ value is very high (e.g., when a constraint does not hold at all, $k$ grows without bound), the memory reduction obtained
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from using the constraint may not be large enough to justify the extra computational cost. Therefore, the Executor ignores constraints with k values higher than some threshold.

The query execution algorithm used by k-Mon’s Executor assumes adherence to k-constraints within the values for k given by the Profiler. Based on these properties, the algorithm identifies and eliminates run-time state that is not necessary for processing future stream tuples, reducing the overall memory requirement. For example, the packets monitored by our example join query flow through link C to link B. Thus, a tuple c corresponding to a specific pid will arrive in stream C before its joining tuple b (b.pid = c.pid) arrives in stream B. Also, c will not join with any tuple in B that arrives after b. Therefore, the tuples c and b can be discarded after the join results generated by them are produced, reducing the size of the stored windows. In this scenario, k-Mon will detect that the join between streams C and B is one-one, and that a stream-based referential-integrity constraint holds on this join with k = 0; full details are provided in Chapter 6. Based on the detected k-constraints, k-Mon will automatically give the memory reduction we described above.
k-Mon’s Executor may not always produce accurate query results. Specifically, if the Profiler underestimates $k$ for some constraint, particularly if $k$ increases rapidly, then during query execution some state may be discarded that would otherwise be saved if the true (higher) $k$ value was known. In this scenario, false negatives (missing tuples) can occur in the results produced for windowed stream joins. In many stream applications, modest inaccuracy in query results is an acceptable tradeoff for more efficient execution [44], especially if the inaccuracy persists for only short periods. Our example network-monitoring query clearly has this property. Nevertheless, the monitoring algorithms used by $k$-Mon’s Profiler incorporate techniques to ensure that the inaccuracy in query results is minimized. We defer the details to Chapter 6 where we give the complete description of $k$-Mon.

3.5 Related Work

A very recent survey of systems and techniques for adaptive query processing is given in [16]. Previous work on adaptive query processing considers primarily traditional relational query processing. One technique, which is being incorporated into commercial databases, is to collect statistics about query subexpressions during execution and to use the accurate statistics to generate better plans for future queries [26, 105]. Two other approaches [71, 74] re-optimize parts of a query plan following a (blocking) materialization point, based on accurate statistics collected on the materialized subexpression.

Convergent query processing is proposed in [70, 72]: a query is processed in stages, each stage leveraging its increased knowledge of input statistics from the previous stage to improve the query plan. The algorithms proposed in [70, 72] do not extend to continuous queries and provide no guarantees on convergence. Reference [113] explores the idea of moving execution to different parts of a query plan adaptively when input relations brought from remote nodes incur high latency.

The POP approach adds checks to conventional query plans in DBMSs to detect sub-optimalities during query execution, invoking re-optimization if required [85]. The Rio system proposes proactive re-optimization where the uncertainty in input statistics is taken into account to choose plans that are robust to estimation errors, and also to drive the collection of accurate statistics during query execution using random-sample processing techniques [17].
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The novel Eddies architecture \cite{10, 30, 41, 84, 94, 110} enables fine-grained adaptivity by eliminating query plans, instead routing each tuple adaptively across operators that need to process it. StreaMon’s overall approach differs from Eddies in two significant ways:

1. StreaMon is more coarse-grained than Eddies in that at a given point in time one execution plan is followed by all input tuples for a continuous query.

2. Recall from Section 3.1 that algorithms in StreaMon are designed around a three-way tradeoff in adaptive query processing among the three important metrics: run-time overhead, speed of adaptivity, and convergence to good execution plans.

Nevertheless, some of our adaptive algorithms can be used as routing schemes in Eddies.

Apart from Eddies, the CAPE \cite{121} and Gigascope \cite{38} DSMSs support adaptive query processing over data streams. Like StreaMon, CAPE supports adaptive processing at the level of operators, e.g., within a join operator, as well at the level of query plans, e.g., switching among different plans for a query. CAPE also supports adaptive placement of query plan fragments across machines in a parallel processing environment. The two-level query processor in Gigascope can adapt the partitioning of work between the two levels, based on the characteristics of the input streams. Unlike StreaMon, these systems do not take into account the tradeoff among the three metrics for adaptive query processing; e.g., see Sections 4.3–4.6 in Chapter 4.

There has been plenty of work on building mining models over continuous data streams, including clustering \cite{1, 58}, decision trees \cite{45, 68}, nearest neighbors \cite{77}, and heavy hitters \cite{36, 37}. New algorithms have also been proposed for maintaining statistics over data streams, e.g., samples \cite{116}, histograms \cite{40}, and quantiles \cite{7}. These algorithms can be used by StreaMon’s Profiler for maintaining statistics about current stream and system conditions. Currently, the Profiler uses low-overhead techniques based on sampling, e.g., see Section 4.3.1 in Chapter 4.

3.6 Conclusion

Conventional DBMSs use a plan-first execute-next approach to process a query $Q$: the query optimizer enumerates candidate query plans for $Q$, estimates the execution cost of
each candidate plan based on the current data and system conditions, chooses the plan with the lowest estimated cost, and runs this plan to completion. However, this approach can cause severe performance degradation in a DSMS where stream and system conditions may vary significantly over the lifetime of a long-running continuous query. A plan that is most efficient for a continuous query $Q$ at a point in time may become very inefficient to process $Q$ when stream or system conditions change. Consequently, it is important for a DSMS to change the execution plan for a continuous query while the query is running, based on how stream and system conditions change. Without such adaptive query processing, plan performance may drop drastically over time.

In this chapter we presented an overview of our generic StreaMon framework for adaptive query processing in a DSMS. We presented the three components of StreaMon and described the interactions among these components. We then described three instantiations of StreaMon. In each case we instantiated the generic components of StreaMon in specific ways to address a particular continuous query type and adaptivity need.

Our first instantiation of StreaMon, called A-Greedy, was for a very common and relatively simple class of continuous queries called pipelined filters. We described how A-Greedy maintains the order in which the filters are evaluated over incoming stream tuples so that the order is efficient for the current stream and system conditions. Our second and third instantiations of StreaMon—A-Caching and $k$-Mon—were for a more complex class of continuous queries, namely, multiway windowed stream joins. A-Caching places subresult caches adaptively in MJoin pipelines, enabling our windowed stream join plans to adapt over the entire spectrum between subresult-free MJoins and conventional tree-shaped join plans with materialized subresults at every intermediate node. Also, caches are advantageous from the adaptivity perspective because they can be added, populated incrementally, and dropped with little overhead. $k$-Mon detects useful $k$-constraints automatically over input data streams and exploits these constraints to reduce run-time state in query plans for continuous queries.

All our three instantiations follow the same overall structure of StreaMon. However, the algorithms used by the Re-optimizer, the Profiler, and the Executor in each case are specific to the continuous query type and adaptivity need being addressed. Also, these three instantiations differ to some extent in the interactions among the three components.
For example, the Re-optimizer and the Profiler are more closely integrated in A-Greedy than in A-Caching or $k$-Mon. The closer interaction helps A-Greedy to compute the new best plan incrementally after a change in stream or system conditions, while the others have to repeat plan enumeration and costing. While more details will be provided in the respective chapters, intuitively, the tighter coupling between these components in A-Greedy is possible because of the simpler and smaller-sized space of plans being considered.

The three combinations of continuous query type and adaptivity need that we considered for instantiating StreaMon were motivated by their occurrence in almost all the stream-based applications we studied [102] as well as by the relative simplicity of their problem definitions. There are many other combinations that could be considered for instantiating StreaMon. For example:

1. Aggregation over streams is a very common type of continuous query, so a DSMS can benefit from processing these queries adaptively [36]. One of the main challenges in instantiating StreaMon for this query type is to develop techniques that the Profiler can use to approximate the stream data distribution efficiently and with quality guarantees.

2. When continuous queries are very complex (e.g., with many subqueries), the space of plans StreaMon’s Re-optimizer needs to consider, and the number of statistics the Profiler needs to monitor, become very large. This problem also arises when we consider the sharing of computation across multiple continuous queries [34], since the set of queries considered together are similar to considering one very complex query. In these scenarios, it is usually not feasible to enumerate all possible plans during re-optimization. For example, the Re-optimizer may now need to keep track of the history of plan selection, to enable low-overhead plan selection when re-optimization is invoked under statistical conditions seen previously. In Chapter 7 we propose extensions to StreaMon to incorporate such techniques.

3. A relevant problem in the modern systems architecture context is to instantiate StreaMon for the adaptive processing of long-running continuous queries on clusters of workstations [9, 121]. The cluster setting generates a new set of plan choices that the Re-optimizer needs to consider, and a new set of time-varying parameters that
the Profiler needs to monitor. For example, the Re-optimizer must now consider how operators and synopses can be placed on different machines for balancing the overall load, and how to handle variations in load. The Profiler now needs to monitor, e.g., the number and capacity of machines, the load on machines, and the communication bandwidth across machines.
Chapter 4

Adaptive Ordering of Pipelined Stream Filters

The previous chapter described the generic StreaMon framework for adaptive query processing in a DSMS. We now describe our first instantiation of StreaMon to process a specific class of continuous queries adaptively. We consider a common class of continuous queries, called pipelined filters, where a stream of tuples is processed by a set of commutative filters. We focus on the problem of ordering the filters adaptively to minimize processing cost in an environment where stream and system conditions vary unpredictably over time. Our core algorithm for this problem, A-Greedy, follows the StreaMon framework introduced in the previous chapter. We describe how A-Greedy instantiates the Executor, Profiler, and Re-optimizer components of StreaMon.

We analyze A-Greedy in terms of the three-way tradeoff we identified in the previous chapter among convergence properties, run-time overhead, and speed of adaptivity. We then present a suite of variants of A-Greedy that lie at different points on this tradeoff spectrum. Finally, we present a thorough performance evaluation of our algorithms in the STREAM DSMS.
4.1 Introduction

A pipelined filter query $Q$ is a conjunction of commutative filters $F_1, F_2, \ldots, F_n$ over a single data stream $S$. (Recall that if a set of filters is commutative, then the result of evaluating any of the filters on a tuple is independent of the order in which the filters are evaluated on the tuple.) $Q$ would be represented in CQL as:

\begin{verbatim}
Select * 
From S 
Where F_1 and F_2 and \ldots and F_n
\end{verbatim}

Each filter operates on one $S$ tuple at a time and evaluates to true or false. The result of $Q$ is a stream containing all $S$ tuples for which all the filters $F_1, F_2, \ldots, F_n$ evaluate to true.

The STREAM system uses a plan containing a single select operator to process this filter query, as shown in Figure 4.1. To process an input tuple $s \in S$, the select operator will evaluate the filters on $s$ one by one in some chosen order. This evaluation continues until a filter evaluates to false on $s$, which means that $s$ is not in the query result, or all filters evaluate to true on $s$, which means that $s$ is in the query result.

4.1.1 Motivating Example

Consider the following example continuous query from a network intrusion detection application in an enterprise [23, 101]:

"Track packets with destination address matching a prefix in a table $T$, and containing the 100-byte and 256-byte sequences "0xa...8" and "0x7...b" respectively as subsequences."

This query can be expressed in CQL as follows:

\begin{verbatim}
Select * 
From Packets P 
Where lookup(P.destAddr, T) = true and match(P.data, "0xa...8") = true and 
match(P.data, "0x7...b") = true
\end{verbatim}
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Figure 4.1: Plan to process a pipelined filter query involving filters $F_1, F_2, \ldots, F_n$ over stream $S$. $f(1), f(2), \ldots, f(n)$ is a permutation of $1, 2, \ldots, n$

In this representation, the $\text{lookup}(a, T)$ function returns true for packets whose destination address $a$ matches one of the addresses in table $T$. The $\text{match}(I, p)$ function returns true if the pattern $p$ occurs at least once in the input string $I$.

This continuous query is trying to detect a specific type of attack on the enterprise’s network. The indicator of this attack is the arrival of network packets containing a well-defined signature that are traveling to the machines specified in the table $T$. Some recent network attacks have targeted database servers [23], so $T$ may contain the addresses of the machines running database servers in the enterprise. The 100-byte and 256-byte sequences represent the signature of packets constituting the attack. For example, this attack may be exploiting a bug in a database server where the server behaves in an uncharacteristic manner when an input contains these two sequences.

This example query $Q$ is a pipelined filter query over the stream of network packets. Note that $Q$ is a conjunction of three commutative filters, each of which is an expensive
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user-defined function. Because of filter commutativity, the query result will be the same regardless of the order in which these three filters are evaluated on the incoming network packets. However, overall processing costs for \( Q \) can depend on how the filters are ordered, and the best ordering can depend on current stream and filter conditions.

Let us denote the lookup filter in the query as \( F_1 \), and the two match filters as \( F_2 \) and \( F_3 \) respectively. Let \( d_i \) denote the probability that filter \( F_i \) will drop an incoming packet, i.e., \( d_i \) is the probability that filter \( F_i \) will evaluate to false on a random packet. (Note that once a filter evaluates to false on a packet, we do not need to process the packet further.) Also, let \( t_i \) denote the average processing time per packet for filter \( F_i \). Suppose \( d_3 > d_1 \) and \( t_3 < t_1 \) based on the current stream conditions. That is, the likelihood of filter \( F_3 \) dropping an incoming packet is higher than that for \( F_1 \), and \( F_3 \) is cheaper to evaluate than \( F_1 \). In this scenario it is clearly more efficient on average to evaluate \( F_3 \) before \( F_1 \) on incoming network packets.

Now suppose \( d_2 > d_3 > d_1 \) and \( t_2 < t_3 < t_1 \). Extending our above reasoning, the best filter ordering is \( F_2, F_3, F_1 \), i.e., \( F_2 \) is evaluated first on an incoming packet \( p \), followed by \( F_3 \) if \( p \) passes \( F_2 \), and finally \( F_1 \) if \( p \) passes both \( F_2 \) and \( F_3 \). However, this ordering may be suboptimal compared to \( F_2, F_1, F_3 \) if filters \( F_2 \) and \( F_3 \) are correlated. (Recall from Chapter 3 that filters \( F_i \) and \( F_j \) over stream \( S \) are correlated if \( d_{ij} \neq d_i \times d_j \), where \( d_{ij} \) is the probability that both \( F_i \) and \( F_j \) will evaluate to false on a random tuple in \( S \).) For example, the probability that a packet contains the (attack) byte sequence “0x7...b” (from \( F_3 \)) may be very high if we already know that the packet contains the byte sequence “0xa..8” (from \( F_2 \)). Therefore, \( F_3 \) may drop almost none of the packets passed by \( F_2 \), making the filter evaluation order \( F_2, F_3, F_1 \) less efficient than \( F_2, F_1, F_3 \).

Now suppose the monitored attack starts on the enterprise’s network. Then, the values of \( d_2 \) and \( d_3 \) may drop suddenly, making the filter evaluation order \( F_1, F_2, F_3 \) much more efficient than the previously optimal \( F_2, F_1, F_3 \).

4.1.2 Filter Ordering

The above example motivates the problem of selecting good orderings for pipelined filters, and illustrates the challenges that we face. Specifically:
1. Ordering decisions are based on filter selectivities, and as we have seen, selectivities across filters may be nonindependent, or correlated. In conventional DBMSs, correlations are known to be one of the biggest pitfalls of query optimization [35, 105]. We are able to make strong theoretical claims about our ordering algorithms, and achieve good performance in practice, by monitoring and taking into account correlated filter selectivities.

2. For $n$ filters, an exhaustive algorithm must consider $n!$ possible orderings. This approach may be feasible for one-time optimization and small $n$, but it quickly becomes infeasible as $n$ increases, and also is impractical for an online adaptive approach. In this chapter we present an ordering algorithm that is provably within a small constant factor of optimal for the unit-time cost metric, and that nearly always finds the optimal orderings in practice.

3. Stream data and arrival characteristics may change over time [30, 83]. In addition, since we are considering arbitrary filters which could involve, for example, joins with other data or network communication, filter selectivities and processing times also may change considerably over time, independent of the incoming stream characteristics. Overall, an ordering that is optimal at one point in time may be extremely inefficient later on. Our adaptive approach for handling this problem is discussed next.

4.1.3 Adaptive Ordering of Filters

Even with an effective algorithm for filter ordering, we face additional challenges in the continuous query environment when stream and filter characteristics may change considerably during the lifetime of a query.

- **Run-time overhead:** Suppose we have established a filter ordering based on collected data and processing-time statistics. To adapt to changes in stream and filter characteristics, we must monitor continuously to determine when statistics change. In particular, we must detect when statistics change enough that our current ordering is no longer consistent with the ordering that would be selected by the greedy
algorithm. Since the greedy algorithm is based on correlated filter selectivities, in theory we must continuously monitor selectivities for all possible orderings of two or more filters to determine if a better overall ordering exists. We provide a variety of techniques for efficiently approximating these statistics.

- **Convergence properties:** An adaptive algorithm continuously changes its solution to a problem as the input characteristics change. Thus, it is difficult to prove anything concrete about the behavior of such an algorithm. One approach for making claims is to prove convergence properties of an adaptive algorithm: Imagine that data and filter characteristics stabilize; then the adaptive algorithm would converge to a solution with desirable properties. Our core adaptive algorithm, A-Greedy, has good convergence properties: If statistics were to stabilize, A-Greedy would provably converge to the same solution found by the static greedy algorithm using those statistics, which is provably within a small constant factor of optimal.

- **Speed of adaptivity:** Even if an adaptive algorithm has good convergence properties, it may adapt slowly. In reality statistics are not expected to stabilize. Thus, an algorithm that adapts slowly may constantly lag behind the current optimal solution, particularly in a rapidly-changing environment. On the other hand, an algorithm that adapts too rapidly may react inappropriately to transient situations. We show how A-Greedy balances adaptivity and robustness to transient situations.

It turns out we face a three-way tradeoff: Algorithms that adapt quickly and have good convergence properties require significantly more run-time overhead. If we have strict limitations on run-time overhead, then we must sacrifice either speed of adaptivity or convergence. We develop a suite of variants on our statistics collection scheme and our A-Greedy algorithm that lie at different points along this tradeoff spectrum.

This rest of this chapter proceeds as follows. Section 4.2 establishes notation for this chapter. In Section 4.3 we present the A-Greedy algorithm and analyze its convergence properties, run-time overhead, and speed of adaptivity. Sections 4.4–4.6 present variants of A-Greedy. Section 4.7 presents an experimental evaluation of our algorithms based on an implementation in the STREAM prototype DSMS. We discuss work related to pipelined filters in Section 4.9, and conclude in Section 4.10.
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4.2 Notation for this Chapter

We are given a pipelined filter query $Q$ that applies the conjunction of $n$ commutative filters $F_1, F_2, \ldots, F_n$ over input stream $S$. Each filter $F_i$ takes a stream tuple $s \in S$ as input and returns either true or false. If $F_i$ returns false for tuple $s$, then we say that $F_i$ drops $s$. Tuple $s$ is emitted in the continuous query result if and only if all $n$ filters return true for $s$.

The STREAM query plan for executing $Q$ consists of a select operator with one input queue and one output queue, as shown in Figure 4.1. The select operator contains an ordering of the filters, denoted $O = F_{f(1)}, F_{f(2)}, \ldots, F_{f(n)}$. (We use $f$ throughout this chapter to denote the mapping from positions in the filter ordering to the indexes of the filters at those positions.) The operator reads tuples in timestamp order from its input queue and processes them using $O$. When a tuple $s \in S$ is processed by $O$, first filter $F_{f(1)}$ is evaluated on $s$. If it returns false ($s$ is dropped by $F_{f(1)}$), then $s$ is not processed further. Otherwise, $F_{f(2)}$ is evaluated on $s$, and so on.

Consider $O = F_{f(1)}, F_{f(2)}, \ldots, F_{f(n)}$. We use $d(i|j), 1 \leq j < i \leq n$, to denote the conditional probability that $F_{f(i)}$ will drop a tuple $s$ from input stream $S$, given that $s$ was not dropped by any of $F_{f(1)}, F_{f(2)}, \ldots, F_{f(j)}$. The unconditional probability that $F_{f(i)}$ will drop an $S$ tuple is $d(i|0)$. We use $t_i$ to denote the expected time for $F_i$ to process one tuple. Note that $d(i|j)$ and $t_i$ are expected to vary over time as input characteristics change; we always refer to their current values. With this notation we can compute the expected time for $O$ to process an incoming tuple in $S$ to completion (either emitted or dropped), denoted $T_O$, as:

$$T_O = \sum_{i=1}^{n} t_i D_i,$$

where

$$D_i = \begin{cases} 1 & i = 1 \\ \prod_{j=1}^{i-1} (1 - d(j|j-1)) & i > 1 \end{cases} \quad (4.1)$$

Therefore, the unit-time cost of $O$ is $\text{rate}(S) \times T_O$, where $\text{rate}(S)$ is the rate at which tuples arrive in stream $S$. Our goal is to maintain filter orderings that minimize this cost at any point in time. Since $\text{rate}(S)$ is independent of the filter ordering, we do not need to take $\text{rate}(S)$ into account to compute the ordering that has the minimum unit-time cost.

Example 4.2.1 Figure 4.2 shows an example pipelined filter query containing four filters $F_1$–$F_4$ over a stream $S$. Filter $F_i$ contains a hash-indexed table of tuples $T_i$ such that $F_i$
drops a tuple $s \in S$ if and only if $T_i$ does not contain $s$. For example, when filter $F_1$ is evaluated on $s$, $F_1$ probes the hash index on table $T_1$. $F_1$ will drop $s$ if $s$ is not equal to one of the four tuples present in $T_1$.

Let us consider the number of hash probes required for different orderings to process the input sequence $1, 2, 1, 4, 7, 2, 5, 4$, also shown in Figure 4.2. Note that all of these tuples except $s = 1$ are dropped by some filter in $F_1$–$F_4$. For $O_1 = F_1, F_2, F_3, F_4$, the total number of probes for the eight $S$ tuples shown is 20. (For example, $s = 2$ requires three probes—$F_1, F_2$, and $F_3$—before it is dropped by $F_3$.) The corresponding number for $O_2 = F_3, F_2, F_4, F_1$ is 18, while $O_3 = F_3, F_1, F_2, F_4$ is optimal for this example at 16 probes.

### 4.3 The A-Greedy Adaptive Filter Ordering Algorithm

In this section we develop A-Greedy, our core adaptive ordering algorithm for pipelined filters. Let us first consider a greedy algorithm based on stable statistics. Using our cost metric introduced in Section 4.2 and assuming for the moment uniform times $t_i$ for all filters, a greedy approach to filter ordering proceeds as follows:

1. Choose the filter $F_i$ with highest unconditional drop probability $d(i|0)$ as $F_f(1)$. 

Figure 4.2: Filters and sequence of input tuples in our example pipelined filter query
2. Choose the filter $F_j$ with highest conditional drop probability $d(j|1)$ as $F_{f(2)}$.

3. Choose the filter $F_k$ with highest conditional drop probability $d(k|2)$ as $F_{f(3)}$.

4. And so on.

To factor in varying filter times $t_i$, we replace $d(i|0)$ in step 1 with $d(i|0)/t_i$, $d(j|1)$ in step 2 with $d(j|1)/t_j$, and so on. We refer to this ordering algorithm as Static Greedy, or simply Greedy. We will see later that this algorithm has strong theoretical guarantees and very good performance in practice. Greedy maintains the following Greedy Invariant (GI):

**Definition 4.3.1 (Greedy Invariant)** $F_{f(1)}$, $F_{f(2)}$, …, $F_{f(n)}$ satisfies the Greedy Invariant if:

\[ \frac{d(i|i-1)}{t_{f(i)}} \geq \frac{d(j|i-1)}{t_{f(j)}}, \quad 1 \leq i \leq j \leq n \]

The goal of our adaptive algorithm A-Greedy is to maintain, in an online manner, an ordering that satisfies the GI. In the next two sections we describe how A-Greedy achieves this goal by instantiating the Profiler and Re-optimizer components of the generic StreaMon framework from Chapter 3.

### 4.3.1 The A-Greedy Profiler

To maintain the GI, the Re-optimizer needs continuous estimates of (conditional) filter selectivities, as well as tuple-processing times. We consider each in turn.

**Selectivity Estimates**

Our greedy approach is based on $d(i|j)$ values, which denote the conditional probability that $F_{f(i)}$ will drop a tuple $e$, given that $e$ was not dropped by any of $F_{f(1)}$, $F_{f(2)}$, …, $F_{f(j)}$. Selectivity generally refers to the inverse of drop probability—that is, the selectivity of filter $F_{f(i)}$ executed after $F_{f(1)}$, $F_{f(2)}$, …, $F_{f(j)}$ is $1 - d(i|j)$, or the probability of a tuple passing the filter. For $n$ filters, the total number of conditional selectivities is $n2^{n-1}$. 
Clearly it is impractical for the Profiler to maintain online estimates of all these selectivities. Fortunately, to check whether a given ordering satisfies the GI, we need to check \((n+2)(n-1)/2 = O(n^2)\) selectivities only. Thus, by monitoring \(O(n^2)\) selectivities, we can detect when statistics change sufficiently that the GI is violated by the current ordering.

Once a GI violation has occurred, to find a new ordering that satisfies the GI we may need \(O(n^2)\) new selectivities in the worst case. Furthermore, the new set of required selectivities depends on the new input characteristics, so it cannot be predicted in advance. Our approach is to balance run-time monitoring overhead and the extra computation required to correct a violation: The Profiler does not estimate filter selectivities directly. Instead, it maintains a structure called the profile window that captures succinctly the statistics of tuples dropped in the recent past. The Re-optimizer can compute required selectivity estimates from the profile window. As we will see in Section 4.3.2, the Re-optimizer maintains a view over the profile window for incremental monitoring of conditional selectivities.

Specifically, the profile window is a sliding window of profile tuples created by sampling tuples from input stream \(S\) that get dropped during filter processing. A profile tuple contains \(n\) boolean attributes \(b_1, \ldots, b_n\) corresponding to filters \(F_1, \ldots, F_n\). Profile tuples are created as follows: When a tuple \(s \in S\) is dropped during processing, \(s\) is profiled with probability \(p\), called the drop-profiling probability. If \(s\) is chosen for profiling, processing of \(s\) continues artificially to determine whether any of the remaining filters unconditionally drop \(s\). The Profiler then logs a tuple with attribute \(b_i = 1\) if \(F_i\) drops \(s\) and \(b_i = 0\) otherwise, where \(1 \leq i \leq n\).

The profile window is maintained as a sliding window so that older input data does not contribute to statistics used by the Re-optimizer. This window could be time-based, e.g., tuples in the last 5 minutes, or tuple-based, e.g., the last 10,000 tuples. The window must be large enough so that:

1. Statistics can be estimated with high confidence.
2. Re-optimization is robust to transient bursts.

In our current implementation, we fix a single drop-profiling probability and profile window size for each pipelined-filter query. There may be advantages to modifying these parameters adaptively, which is outside the scope of this thesis.
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Example 4.3.1 Figure 4.3 shows the profile window for the example in Figure 4.2 when the drop-profiling probability is 1, i.e., all dropped tuples are profiled, and the profile window is a tuple-based window of size 6.

Processing-Time Estimates

In addition to conditional selectivities, the GI is based on the expected time $t_i$ for each filter $F_i$ to process a tuple. Since overhead is incurred to measure and record processing times, we want to measure processing times for only a sample of tuples. Furthermore, so that old statistics are not used by the Re-optimizer, we maintain a sliding window of processing-time samples. While the sampling rate and sliding window for processing-time estimates need not be the same as for selectivity estimates, currently we use the same profile tuples as for selectivity estimates, and record the times as $n$ additional columns in the profile window (not shown in Figure 4.3). We use $a_i$ to denote the average time for $F_i$ to process a tuple, computed as the running average of processing-time samples for $F_i$.

4.3.2 The A-Greedy Re-optimizer

The Re-optimizer’s job is to ensure that the current filter ordering satisfies the GI. Specifically, the Re-optimizer maintains an ordering $O$ such that $O$ satisfies the GI for statistics estimated from the tuples in the current profile window. For efficiency, the Re-optimizer
incrementally maintains a specific view over the profile window. We describe this view next, then explain how the view is used to maintain the GI.

**The Matrix View**

The view maintained over the profile window is an $n \times n$ upper triangular matrix $V[i,j], 1 \leq i \leq j \leq n$, so we call it the matrix view. The $n$ columns of $V$ correspond in order to the $n$ filters in $O$. That is, the filter corresponding to column $c$ is $F_f(c)$. Entries in the $i^{th}$ row of $V$ represent the conditional selectivities of filters $F_f(i), F_f(i+1), \ldots, F_f(n)$ for tuples that are not dropped by $F_f(1), F_f(2), \ldots, F_f(i-1)$. Specifically, $V[i,j]$ is the number of tuples in the profile window that were dropped by $F_f(j)$ among tuples that were not dropped by $F_f(1), F_f(2), \ldots, F_f(i-1)$. Notice that $V[i,j]$ is proportional to $d(j|i-1)$.

The Re-optimizer maintains the ordering $O$ such that the matrix view for $O$ always satisfies the condition:

$$\frac{V[i,i]}{a_f(i)} \geq \frac{V[i,j]}{a_f(j)}, 1 \leq i \leq j \leq n \quad (4.2)$$

By the definition of $V$, Equation (4.2) is equivalent to saying that $O$ satisfies the GI for the statistics estimated from the tuples in the profile window. If the estimated $V[i,j]$ and $a_i$ represent the real $d(j|i-1)$ and $t_i$ respectively, then $O$ satisfies the GI.

**Example 4.3.2** Consider the scenario in Figure 4.2 and assume that all measured processing times are equal (not unreasonable for hash-probes into similarly-sized tables), so $a_i = 1, 1 \leq i \leq n$. Figure 4.4 shows the matrix view over the profile window in Figure 4.3. Ordering $O = F_3, F_1, F_2, F_4$ satisfies the GI. Recall from Example 4.2.1 that we computed this ordering as having the lowest number of hash probes to process the example input stream.

Matrix view $V$ must be updated as profile tuples are inserted into and deleted from the profile window. Figure 4.5 contains the pseudocode for updating $V$ when a new profile tuple is recorded. The same code is used for deletion of a profile tuple, with line 10 replaced by $V[r,c] = V[r,c] - 1$. 
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\[
\begin{array}{cccc}
  F_3 & F_1 & F_2 & F_4 \\
  4 & 2 & 3 & 3 \\
  2 & 1 & 1 & 0 \\
  0 & 0 & 0 & 0 \\
\end{array}
\]

Figure 4.4: Matrix view for our example pipelined filter query

1. /** Input: Profile tuple \((b_1, \ldots, b_n)\) inserted into the profile window */
2. /** Find the first filter \(F_f(1)\) that dropped the corresponding tuple */
3. \(dc = 1;\)
4. while \((b_{f^j}(dc) == 0)\)
5. \(dc = dc + 1;\)
6. /** Increment \(V\) entries for filters that dropped the tuple */
7. for \((c = dc; c \leq n; c = c + 1)\)
8. if \((b_f(c) == 1)\)
9. for \((r = 1; r \leq dc; r = r + 1)\)
10. \(V[r, c] = V[r, c] + 1;\)

Figure 4.5: Updating \(V\) on an insert to the profile window

Violation of the Greedy Invariant

Suppose an update to the matrix view or to a processing-time estimate causes the following condition to hold:

\[
\frac{V[i, i]}{a_{f(i)}} < \frac{V[i, j]}{a_{f(j)}}, 1 \leq i < j \leq n
\]  

Equation (4.3) states that \(F_{f(j)}\) has a higher ratio of drop probability to processing time for tuples that were not dropped by \(F_{f(1)}, F_{f(2)}, \ldots, F_{f(i-1)}\) than \(F_{f(i)}\) has. Thus, \(O = F_{f(1)}, \ldots, F_{f(i)}, \ldots, F_{f(j)}, \ldots, F_{f(n)}\) no longer satisfies the GI. We call this situation a GI violation at position \(i\). An update to \(V\) or to an \(a_i\) can cause a GI violation at position \(i\) either because it reduces \(V[i, i]/a_{f(i)}\), or because it increases some \(V[i, j]/a_{f(j)}\), \(j > i\). Figures 4.6 and 4.7 contain pseudocode to detect and to correct, respectively, violations of GI at position \(i\).
1. /** old, new: Values of \( V[i,j]/a_{f(j)} \) before and after an update */
2. if (\( new > old \) and \( i < j \) and \( V[i,i]/a_{f(i)} < new \))
3. Violation at position \( i \), so invoke Figure 4.7 with input \( i \);
4. if (\( new < old \) and \( i == j \))
5. for (\( c = i + 1; c \leq n; c = c + 1 \))
6. if (\( new < V[i,c]/a_{f(c)} \)) \{
7. Violation at position \( i \), so invoke Figure 4.7 with input \( i \);
8. return; \}

Figure 4.6: Detecting a violation of the Greedy Invariant

**Example 4.3.3** From Example 4.3.2 and Figure 4.4, \( O = F_3, F_1, F_2, F_4 \) satisfies the GI. Let the next two tuples arriving in \( S \) be 3 and 6 respectively, both of which will be dropped. Since the drop-profiling probability is 1, both 3 and 6 are profiled, expiring the earliest two profile tuples in the 6-tuple window. The resulting profile window is shown in Figure 4.8(a). Figure 4.8(b) shows the updated matrix view, which indicates a GI violation at position 1. (Recall that processing times are all 1.) The new ordering \( F_4, F_3, F_1, F_2 \) satisfying the GI and the corrected matrix view are shown in Figure 4.8(c).

**Discussion**

From the algorithm in Figure 4.7 we see that if we reorder the filters such that there is a new filter at position \( i \), then we may need to reevaluate the filters at positions > \( i \) because their conditional selectivities may have changed. Each reevaluation requires a full scan of the profile window to compute the required conditional selectivities. Thus, the algorithm in Figure 4.7 may require anywhere from 1 to \( n - i \) scans of the profile window, depending on the changes in input characteristics.

The adaptive ordering can thrash if both sides of Equation (4.2) are almost equal for some pair of filters. To avoid thrashing, we flag a violation and invoke the algorithm in Figure 4.7 only if:

\[
\frac{V[i,i]}{a_{f(i)}} < \alpha \frac{V[i,j]}{a_{f(j)}}, 1 \leq i < j \leq n
\] (4.4)
1. /** Input: \( O \) violates the Greedy Invariant at position \( i \) */
2. \( \max r = i; \)
3. for (\( r = i; r \leq \max r; r = r + 1 \) \{ 
4.  /** Greedy Invariant holds at positions \( 1, \ldots, r - 1 \) and at 
5.  \( \max + 1, \ldots, n \). Compute \( V \) entries for row \( r \) */
6.  for (\( c = r; c \leq n; c = c + 1 \) 
7.   \( V[r, c] = 0; \)
8.  for each profile tuple \( (b_1, b_2, \ldots, b_n) \) in the profile window \{ 
9.   /** Ignore tuples dropped by \( F_{f(1)}, F_{f(2)}, \ldots, F_{f(r-1)} \) */
10.  if (\( b_{f(1)} == 0 \) and \( b_{f(2)} == 0 \) and \( \cdots \) and \( b_{f(r-1)} == 0 \) 
11.   for (\( c = r; c \leq n; c = c + 1 \) 
12.     if (\( b_{f(c)} == 1 \) \( V[r, c] = V[r, c] + 1; \)
13.  } 
14.  /** Find the column \( \max c \) with maximum \( V[r, \max c] \) */
15.  \( \max c = r; \)
16.  for (\( c = r + 1; c \leq n; c = c + 1 \) 
17.   if (\( V[r, c]/a_{f(c)} > V[r, \max c]/a_{f(\max c)} \) \{ 
18.     \( \max c = c; \)
19.   if (\( \max c > \max r \) \( \max r = \max c; \)
20.  } 
21.  if (\( r \neq \max c \) \{ 
22.  /** Current filter \( F_{f(\max c)} \) becomes the new \( F_{f(r)} \). 
23.  * We swap the filters at positions \( \max c \) and \( r \) */
24.  for (\( k = 0; k \leq r; k = k + 1 \) 
25.     Swap \( V[k, r] \) and \( V[k, \max c]; \)
26.  } 

Figure 4.7: Correcting a violation of the Greedy Invariant

Parameter \( \alpha \leq 1 \), called the thrashing-avoidance parameter, is a constant to reduce the possibility of thrashing. \( \alpha \) has a theoretical basis as we show in the next section.

We now analyze the behavior of A-Greedy with respect to the three important properties introduced in Section 4.1: guaranteed convergence to a good plan in the presence of a stable environment, run-time overhead to achieve this guarantee, and speed of adaptivity as statistics change.
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4.3.3 Convergence Properties

We say the stream and filter characteristics have converged when the following three conditions hold over a long interval of time:

\( C_1 \): The data distribution of stream tuples is constant.

\( C_2 \): For every subset of filters \( F_1, F_2, \ldots, F_n \), the data distribution of input tuples passing all of the filters in the subset is constant.

\( C_3 \): The expected processing time \( t_i \) for each filter \( F_i \) is constant.

When stream and filter characteristics converge, A-Greedy soon produces the same filter ordering that would be produced by the Static Greedy algorithm (Section 4.3), namely the ordering that guarantees the GI (Definition 4.3.1). We prove that this ordering is within a small constant factor of the optimal ordering according to our cost metric.

**Theorem 4.3.1** When stream and filter characteristics converge, the cost of a filter ordering satisfying the GI is at most four times the cost of the optimal filter ordering.

**Proof:** The proof proceeds to show that when stream and filter characteristics converge, that is, when Conditions \( C_1 \)–\( C_3 \) above hold, the filter ordering problem and Static Greedy
reduce respectively to the pipelined set cover problem and a greedy approximation algorithm for it from [89].

In an instance \( P(E,W,U,C) \) of pipelined set cover, we are given a set \( E = \{e_1, e_2, \ldots, e_m\} \) of \( m \) (possibly infinite) weighted tuples with respective weights \( W = \{w_1, w_2, \ldots, w_m\} \). Also given are \( n \) sets \( U = \{S_1, S_2, \ldots, S_n\} \) with respective unit-weight processing costs \( C = \{c_1, c_2, \ldots, c_n\} \). Each set contains zero or more tuples in \( E \). The solution desired for \( P(E,W,U,C) \) is a pipeline \( S_f(1), S_f(2), \ldots, S_f(n) \) of sets in \( U \) that minimizes the pipelined cost of processing \( E \):

\[
\sum_{i=1}^{n} c_{f(i)} \sum_{j=1}^{m} \{w_j | e_j \notin \bigcup_{l=1}^{i-1} S_{f(l)}\} \tag{4.5}
\]

Intuitively, each set \( S_i \) in the pipeline drops the tuples in \( E \) that \( S_i \) contains from further processing. Thus, \( S_i \) processes those tuples in \( E \) that are not dropped before \( S_i \) appears in the pipeline. \( S_i \) contributes \( c_i W_i \) to the total pipelined cost, where \( W_i \) is the total weight of tuples it processes.

We show how the problem of finding the optimal ordering of \( n \) filters \( F_1, \ldots, F_n \) on stream \( S \) when stream and filter characteristics converge, reduces to solving \( P(E,W,U,C) \). By Condition \( C_1 \), \( S \) can be reduced to a weighted set of \( m \) tuples with weights equal to their probability of arrival in \( S \), corresponding to \( E \) and \( W \) respectively. By Conditions \( C_2 \) and \( C_3 \), filters \( F_1, \ldots, F_n \) with tuple-processing times \( t_1, \ldots, t_n \) correspond to the input sets \( U = \{S_1, S_2, \ldots, S_n\} \) and their costs \( C = \{c_1, c_2, \ldots, c_n\} \). From Equation 4.1, the cost of an ordering \( O \) is the sum of processing times for the filters with each filter \( F_i \) processing the tuples that are not dropped by any filter before \( F_i \) in \( O \). Thus, the cost of \( F_{f(1)}, F_{f(2)}, \ldots, F_{f(n)} \) is equivalent to the pipelined cost of the corresponding pipeline of sets \( S_{f(1)}, S_{f(2)}, \ldots, S_{f(n)} \).

Reference [89] presents a greedy approximation algorithm for \( P(E,W,U,C) \) which builds the pipeline one set at a time. (Note that pipelined set cover is an offline problem where the input is given in advance.) Suppose the algorithm has added sets \( S_{f(1)}, S_{f(2)}, \ldots, S_{f(j-1)} \) in order to the pipeline so far. At position \( j \) in the pipeline, the algorithm chooses the set \( S_i \in \{S_1, S_2, \ldots, S_n\} - \{S_{f(1)}, S_{f(2)}, \ldots, S_{f(j-1)}\} \), that maximizes the ratio \( W_i/c_i \), where \( W_i = \sum_{k=1}^{m} \{w_k | w_k \in S_i - \bigcup_{l=1}^{j-1} S_{f(l)}\} \). Intuitively, \( S_i \) maximizes the total weight
of newly covered tuples per unit processing time. Note that $W_i/c_i$ for $P(E, W, S, C)$ is equivalent to the ratio $d(i)j - 1)/t_i$ which determines the filter at position $j$ in Greedy.

Reference [89] shows that the greedy approximation algorithm for $P(E, W, U, C)$ produces a pipeline whose cost is at most four times the cost of the optimal pipeline. Since we have shown that the ordering produced by Greedy (that satisfies the GI) when input characteristics converge is equivalent to the pipeline produced by the greedy approximation algorithm for $P(E, W, S, C)$, and that costs of solutions are directly comparable between the problems, the same guarantee holds for Greedy as well.

The key to the above proof was showing that the filter ordering problem is equivalent to the pipelined set cover problem from [89]. The equivalence of pipelined filters and pipelined set cover brings out some interesting characteristics of our problem. Pipelined set cover is MAX SNP-hard [89], which implies that any polynomial-time ordering algorithm can at best provide a constant-factor approximation guarantee for this problem. Reference [47] shows that the factor 4 in Theorem 4.3.1 is tight. However, a nice property shown in [89] is that the constant factor depends on problem size, e.g., for 20, 100, and 200 filters the bound is 2.35, 2.61, and 2.8 respectively; the theoretical constant 4 requires an infinite number of filters. Irrespective of these theoretical bounds, our experiments in Section 4.7 show that A-Greedy usually finds the optimal ordering.

Recall from the end of Section 4.3 that we introduce a constant $\alpha \leq 1$ to avoid thrashing behavior, replacing equation (4.3) with equation (4.4) in determining whether the GI is violated. When this parameter is incorporated, the constant 4 in Theorem 4.3.1 is replaced with $4/\alpha$ [89]. Here too, the constant depends on the number of filters, and generally the optimal ordering is found in practice.

### 4.3.4 Run-time Overhead and Adaptivity

The overhead of adaptive ordering using A-Greedy is the run-time cost of the Profiler and the Re-optimizer. It can be divided into four components:

1. **Profile-tuple creation.** The Profiler creates profile tuples for a fraction of dropped tuples equal to the drop-profiling probability. To create a profile tuple for a tuple $e$ dropped by $F_{f(i)}$, the Profiler needs to additionally evaluate the $n - i$ filters following
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\( F_{f(i)} \), recording whether the filter is satisfied and measuring the time for each filter to process \( e \).

2. *Profile-window maintenance.* The Profiler must insert and delete profile tuples to maintain a sliding window. It also must maintain the running averages \( a_i \) of filter processing times as tuples are inserted into and deleted from the profile window.

3. *Matrix-view update.* The Re-optimizer updates \( V \) (Figure 4.5) whenever a profile tuple is inserted into or deleted from the profile window, accessing up to \( n^2/4 \) entries.

4. *Detection and correction of GI violations.* The Re-optimizer must detect violations (Figure 4.6) caused by changes in input characteristics, and correct them (Figure 4.7). To detect a violation on an update, up to \( n \) entries in \( V \) may need to be accessed, while it may require up to \( n - i \) full scans of the profile window to correct a GI violation at position \( i \).

A change in stream or filter characteristics that causes a GI violation will cause a violation of Equation (4.2) and will be detected immediately. Furthermore, A-Greedy can correct the violation immediately (Figure 4.7), because any additional conditional selectivities required to find the new filter ordering can be computed from the existing profile window. Thus, A-Greedy is a very rapidly adapting algorithm.

### 4.4 The Sweep Algorithm

As we have seen in the previous section, A-Greedy has very good convergence properties and extremely fast adaptivity, but it imposes nonnegligible run-time overhead. Thus, it is natural to consider whether we can sacrifice some of A-Greedy’s convergence properties or adaptivity speed to reduce its run-time overhead. It is possible to do so, as we demonstrate through several variants of A-Greedy presented in this and the next two sections.

A-Greedy detects every violation of GI in an ordering \( O \) as soon as it occurs by continuously verifying the relative ordering for each pair of filters in \( O \). Suppose instead that at a given point in time we only check for violations of GI involving the filter at one specific position \( j \), with respect to any filter at a position \( k < j \). By rotating \( j \) over \( 2, \ldots, n \), we can
still detect all violations, although not as quickly as A-Greedy. This approach is taken by our first variant of A-Greedy, which we call Sweep.

Sweep proceeds in stages. During a stage, only the filter at a position \( j \) in \( O \), i.e., \( F_{f(j)} \), is profiled. (Details of profiling are given momentarily.) A stage ends either when a violation of GI at position \( j \) is detected, or when a prespecified number of profile tuples are collected with no violation. Sweep maintains a weaker invariant than the GI.

**Definition 4.4.1 (Sweep Invariant)** Let \( F_{f(j)} \) be the currently profiled filter. \( F_{f(1)}, \ldots, F_{f(n)} \) satisfies the Sweep Invariant if:

\[
\frac{d(i|i-1)}{t_{f(i)}} \geq \frac{d(j|i-1)}{t_{f(j)}}, \quad 1 \leq i < j
\]

Within each stage, Sweep works like A-Greedy: The Profiler collects profile tuples and the Re-optimizer detects and corrects violations of the Sweep Invariant efficiently by maintaining a matrix view \( V \) over the profile tuples. To maintain the Sweep Invariant when \( F_{f(j)} \) is being profiled, the Re-optimizer needs to maintain \( V[i, i], 1 \leq i \leq j \) and \( V[i, j], 1 \leq i < j \) only, as shown in Figure 4.9(a). Furthermore, to maintain these entries, only attributes \( b_{f(1)}, b_{f(2)}, \ldots, b_{f(j)} \) in the profile window are required. The Sweep Profiler collects profile tuples by profiling dropped tuples with the same drop-profiling probability as the A-Greedy Profiler. However, for each profiled tuple, the Sweep Profiler needs to additionally evaluate \( F_{f(j)} \) only.

### 4.4.1 Convergence Properties, Run-time Overhead, and Adaptivity

Like A-Greedy, if characteristics stabilize then Sweep provably converges to an ordering that satisfies the GI. Furthermore, the run-time overhead of profiling and re-optimization is lower for Sweep than for A-Greedy: For a profiled tuple that is dropped by \( F_{f(i)} \), the A-Greedy Profiler evaluates \( n - i \) additional filters, while the Sweep Profiler evaluates at most one additional filter. Similarly, the worst-case cost of updating \( V \) for profile-tuple insertions and deletions is \( O(n^2) \) for A-Greedy, but \( O(n) \) for Sweep.

The lower run-time overhead of Sweep comes at the cost of reduced adaptivity speed compared to A-Greedy. Since only one filter is profiled in each stage of Sweep, an ordering
that violates the GI can remain undetected for a relatively long time (up to \( n - 2 \) stages of Sweep), and can have arbitrarily poor performance. Even after the violation is detected, Sweep may take longer to converge to the new GI ordering than A-Greedy would.

### 4.5 The Independent Algorithm

A-Greedy is designed specifically to perform well in the presence of nonindependent filters. Suppose we assume the filters are independent, an assumption made frequently in database literature although it is seldom true in practice [35, 105]. Under the independence assumption, conditional selectivities reduce to simple one-filter selectivities, and the GI reduces to the following invariant:

**Definition 4.5.1 (Independent Invariant)** \( F_{f(1)}, F_{f(2)}, \ldots, F_{f(n)} \) satisfies the **Independent Invariant** if:

\[
\frac{d(i|0)}{t_{f(i)}} \geq \frac{d(j|0)}{t_{f(j)}}, \quad 1 \leq i \leq j \leq n
\]

The **Independent** algorithm maintains the above invariant irrespective of whether the filters are actually independent or not. Like Sweep, Independent can be implemented as a variation of A-Greedy. To maintain the Independent Invariant, profile tuple creation is the
same as in A-Greedy, but since conditional selectivities are not needed, the drop-profiling probability can be lower than in A-Greedy. Furthermore, the Re-optimizer needs to maintain the entries in the first row of $V$ only, as shown in Figure 4.9(b). The original Eddies algorithm for adaptive ordering [10], ordering algorithms proposed recently for multiway stream joins [56, 114], and certain ordering algorithms for relational joins [78], all are similar to the Independent algorithm.

### 4.5.1 Convergence Properties, Run-time Overhead, and Adaptivity

Convergence properties of the Independent algorithm depend on whether the assumption of filter independence holds or not. If the filters are all independent, then Independent converges to the optimal ordering (not just the GI ordering) [63], and so does A-Greedy. However, if the filters are not independent, then the cost of the ordering produced by Independent can be $O(n)$ times worse than the GI ordering, as we show in the following example.

**Example 4.5.1** Consider the pipelined filters in Example 4.2.1, but with $n$ filters instead of four. Let input characteristics converge such that tuples arriving in $S$ are distributed uniformly in $[1, 2, \ldots, 100]$. Let $F_1-F_{n-1}$ contain $\{1, 2, \ldots, 49\}$, let $F_n$ contain $\{50, 51, \ldots, 100\}$, and assume uniform processing times ($t_i = 1$, say) for all filters. Since $F_1, \ldots, F_{n-1}$ all have a higher probability of dropping a tuple than $F_n$, Independent will converge to an ordering $O_1$ that is a permutation of $F_1, \ldots, F_{n-1}$ followed by $F_n$. The expected number of filters processed per input tuple is $0.49n + 0.51$. On the other hand, A-Greedy will converge to an ordering $O_2$ starting with one of $F_1, \ldots, F_{n-1}$, then $F_n$, then the remaining filters in some order. The expected number of filters processed per input tuple is 1.49, which is optimal.

Independent cannot guarantee the good convergence properties of A-Greedy or Sweep, as we have just seen. However, like A-Greedy it adapts to changes instantaneously, and with a lower drop-profiling probability and maintenance of $V$ limited to the first row, it has lower run-time overhead.
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4.6 The LocalSwaps Algorithm

The three algorithms we have seen so far all detect invariant violations involving filters $F_i$ and $F_j$ that are arbitrarily distant from one another in the current ordering. An alternative approach is to monitor “local” violations only. The LocalSwaps algorithm maintains the following invariant.

**Definition 4.6.1 (LocalSwaps Invariant)** $F_{f(1)}, F_{f(2)}, \ldots, F_{f(n)}$ satisfies the LocalSwaps Invariant if:

$$\frac{d(i|i-1)}{t_{f(i)}} \geq \frac{d(i+1|i-1)}{t_{f(i+1)}}, 1 \leq i < n$$

Intuitively, LocalSwaps detects situations where a swap between adjacent filters in $O$ would improve performance. To maintain the LocalSwaps Invariant, the Re-optimizer needs to maintain only the entries in two diagonals of $V$, as shown in Figure 4.9(c). This reduces the cost of profiling: For each profiled tuple dropped by $F_{f(i)}$, the LocalSwaps Profiler needs to additionally evaluate $F_{f(i+1)}$ only. Furthermore, when a profile tuple is inserted into or deleted from the profile window, only a constant number of $V$ entries need be updated.

4.6.1 Convergence Properties, Run-time Overhead, and Adaptivity

Unlike our other algorithms, the convergence behavior of LocalSwaps depends on how the stream and filter characteristics change. In the best cases, LocalSwaps converges to the same ordering as A-Greedy. However, in some cases the LocalSwaps ordering can have $O(n)$ times higher cost than the GI ordering, as we show in the following example.

**Example 4.6.1** Consider the pipelined filters in Example 4.2.1, but with $n$ filters instead of four. Let input characteristics converge such that tuples arriving in $S$ are distributed uniformly in $[1, 2, \ldots, 100]$. Let $F_i$ contain $\{1, 2, \ldots, 100\} - \{(i-1)\delta, \ldots, i\delta\}$, where $\delta = 100/n$, and assume uniform processing times ($t_i = 1$, say) for all filters. Suppose initially A-Greedy and LocalSwaps are both using ordering $O = F_1, F_2, \ldots, F_n$ satisfying their respective invariants. Suppose the tuples in $F_n$ change so that $F_n$ now contains
\[(n-2)\delta, \ldots, (n-1)\delta\] and this is the only change before stabilization. The LocalSwaps Invariant still holds for \(F_1, F_2, \ldots, F_n\), so LocalSwaps does not modify \(O\). However, A-Greedy will modify \(O\) to \(O' = F_n, F_{n-1}\), then the remaining filters in some order, which is optimal. The expected number of filters processed per input tuple for \(O\) and \(O'\) are \(50(n + 1)\) and \(1 + 200/n\) respectively.

Clearly, LocalSwaps has lower run-time overhead than A-Greedy because of its lower profiling and view-maintenance cost. However, as with any algorithm that is restricted to local moves, LocalSwaps may take more time to converge to the new plan when stream and filter conditions change, and it may get stuck in a local optima as shown in Example 4.6.1.

### 4.7 Experimental Evaluation

We have implemented the four adaptive ordering algorithms—A-Greedy, Sweep, Independent, and LocalSwaps—in the STREAM prototype DSMS. Our basic approach was to incorporate each of these algorithms into STREAM’s \texttt{select} operator. Recall that pipelined filter queries in the STREAM system are processed by plans consisting of the \texttt{select} operator. We implemented four extended versions of the \texttt{select} operator, corresponding to our four adaptive algorithms for ordering the filters in the operator. In our implementation, the code of the \texttt{select} operator instantiates the StreaMon framework for adaptive processing. For example, Figure 4.10 shows how we extended the \texttt{select} operator to implement A-Greedy based on the StreaMon framework. The contents of this figure follow from Sections 4.3.1 and 4.3.2. The \texttt{select} operator was extended along similar lines to implement Sweep, Independent, and LocalSwaps.

We now report the results from our experimental study of A-Greedy and its variants with respect to their convergence properties, run-time overhead, and speed of adaptivity. Our basic experimental setup consists of \(n + 1\) synthetic streams \(S_0, S_1, \ldots, S_n\) and pipelined filter queries of the form:

```
Select *  
From \ S_0 \nWhere \ F_1 \text{ and } F_2 \text{ and } \cdots \text{ and } F_n
```
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A query of this form is a conjunction on $n$ filters $F_1, F_2, \ldots, F_n$ over stream $S_0$. In our experiments, when filter $F_i$ is evaluated over a tuple $s \in S_0$, $F_i$ returns true if and only if $s$ is contained in a CQL relation $R_i$ specific to $F_i$. We use a 10,000-tuple sliding window on stream $S_i$ in our experiments as the relation $R_i$ corresponding to filter $F_i$. Therefore, the pipelined filter queries that we consider can be expressed in CQL as:

```
Select * 
From $S_0$
Where $S_0$ in (Select * 
          From $S_1$ [Rows 10,000]) and 
$S_0$ in (Select * 
          From $S_2$ [Rows 10,000]) and 
: 
$S_0$ in (Select * 
          From $S_n$ [Rows 10,000])
```
In this representation, filter $F_i$ corresponds to the CQL predicate “$S_0$ in (Select * From $S_i$ [Rows 10,000]).” The 10,000-tuple sliding window over each stream is maintained as a synopsis; recall Section 2.2.3. A hash index is maintained on each window as part of the synopsis so that the filters can search for matching tuples efficiently. All synopses used in the query plans are stored in memory. All experiments were done on a 700 MHz Linux machine with 1024 KB processor cache and 2 GB memory. The default values of all parameters used in the experiments are shown in Table 4.1. 95% confidence intervals are shown for measured values in the graphs in this chapter.

4.7.1 Summary of Experimental Results

1. Under stable stream and filter characteristics, A-Greedy’s ordering is usually optimal, while Independent’s ordering almost always has higher cost.

2. Sweep always converges on A-Greedy’s ordering under stable stream and filter characteristics. LocalSwaps usually also finds this ordering.

3. As expected, Sweep, Independent, and LocalSwaps have lower run-time overhead than A-Greedy. As the number of filters increases, or as some filters become much more expensive than the others, the run-time overhead of both Independent and A-Greedy increases, while that of Sweep and LocalSwaps remains stable.

4. As expected, Independent and A-Greedy adapt faster to changes than Sweep or LocalSwaps. As the frequency of changes increases, the relative performance of A-Greedy over the other three algorithms improves because it adapts faster, usually finding the optimal ordering immediately.

4.7.2 Convergence Experiments

Our first set of experiments study the convergence behavior of our algorithms when stream and filter characteristics stabilize. The factors affecting performance during convergence are the number, selectivity, and cost of the filters, and the correlation among them. We use a relatively straightforward model to capture correlation among filters. The $n$ filters
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drop-profiling probability</td>
<td>0.01 (A-Greedy), 0.005 (Independent)</td>
</tr>
<tr>
<td>Profile-window size</td>
<td>500 profile tuples (Sweep), 1000 profile tuples (others)</td>
</tr>
<tr>
<td>Thrash-avoidance parameter</td>
<td>$\alpha = 0.9$</td>
</tr>
<tr>
<td>Correlation factor</td>
<td>$\Gamma = 2$</td>
</tr>
<tr>
<td>Unconditional filter selectivity</td>
<td>50%</td>
</tr>
<tr>
<td>Filter processing cost</td>
<td>1 hash probe on 10,000-entry index</td>
</tr>
</tbody>
</table>

Table 4.1: Default values used in experiments

Figure 4.11: Effect of the number of filters under convergence

are divided into $\lceil n/\Gamma \rceil$ groups containing $\Gamma$ filters each, where $\Gamma$ is called the correlation factor. Two filters are independent if they belong to different groups, otherwise they are positively correlated such that they produce the same result on 80% of input tuples. The filters are completely independent when $\Gamma = 1$ and are most correlated when $\Gamma = n$. For each experiment, we fix $\Gamma$ and an unconditional selectivity for each filter group, which implies the conditional selectivities based on $\Gamma$ and our 80% rule.

Figure 4.11 shows the performance of A-Greedy and Independent for different values of $n$. (Sweep and LocalSwaps are considered later.) The $y$-axis shows the average processing rate in tuples per second, measured over a large interval after convergence. For small $n$,
Figure 4.11 also shows the performance of the *Optimal* algorithm, which uses the optimal ordering computed from the input statistics by an offline exhaustive search, thereby showing the maximum attainable performance. A-Greedy is better than Independent throughout, and this performance gap widens with $n$. A-Greedy’s performance is near-optimal for small $n$, but it degrades as $n$ increases. As we will see in Section 4.7.3, this degradation is because of A-Greedy’s increasing run-time overhead.

Figure 4.12 shows the performance of A-Greedy and Independent for different filter selectivities. The relative performance of A-Greedy with respect to Independent is best for intermediate values of filter selectivities. For low selectivities, most of the tuples get dropped by the first filter, which is the same for both algorithms. For high selectivities, very few tuples get dropped, so costs do not vary significantly across orderings.

Figures 4.13 and 4.14 show the performance of A-Greedy and Independent for different values of the correlation factor $\Gamma$. As expected, the relative performance of A-Greedy initially improves with respect to Independent as the filters become more correlated. Because of our simple model of correlation, when $\Gamma$ is close to $n$ all the filters are similar and costs do not vary much across orderings, so the performance improvement of A-Greedy is less significant.
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4.7.3 Run-time Overhead Experiments

Table 4.2 breaks down the time spent by A-Greedy for $n = 3$ and $n = 8$ under stable conditions. In each case we consider two values of the drop-profiling probability $p$: the default $p = 0.01$ and a higher $p = 0.05$. The listed tasks refer to Section 4.3.4. More
than 98% of A-Greedy’s time is spent either performing useful tuple processing or creating profile tuples. The overhead of creating profile tuples increases both with $n$ and with $p$, going from less than 1% for $n = 3$ and $p = 0.01$, to 13.34% for $n = 8$ and $p = 0.05$.

Figures 4.15 and 4.16 show the processing rate and run-time breakdown of all our adaptive algorithms under convergence, varying $n$. We use a drop-profiling probability of 0.05 in this experiment. Now we see the benefits of the lower run-time overhead of Sweep and LocalSwaps. Figure 4.15 shows that the gap between A-Greedy and Sweep and LocalSwaps increases with $n$. Figure 4.16 shows that this widening gap is solely because of A-Greedy’s run-time overhead. Also note from Figure 4.16 that the time spent processing tuples is similar for Optimal, A-Greedy, Sweep, and LocalSwaps, indicating convergence to a similar ordering.
Figures 4.17 and 4.18 show the processing rate and run-time breakdown of our adaptive algorithms for different values of the filter costs. We used $n = 8$, with four filters having cost one and the other four filters having cost $c$ for $c \in \{1, 10, 50, 100\}$, where a filter with cost $c$ performs $c$ random probes on the memory-resident index per input tuple. Figure 4.18
shows that the percentage run-time overhead of A-Greedy is much higher than with uniform filter costs; around 25% for \( c = 100 \). Both Sweep and LocalSwaps perform better than A-Greedy because of their lower run-time overhead. Although LocalSwaps has slightly lower run-time overhead than Sweep, Sweep performs better because LocalSwaps does not find the optimal ordering for \( c = 50 \) and \( c = 100 \).

### 4.7.4 Adaptivity Experiments

Each of Figures 4.19–4.21 shows a timeline from experiments where we varied the stream and filter characteristics over time for \( n = 8 \). We use filters with different selectivities and periodically permute the filter selectivities to change filter characteristics. For example, Figure 4.19 shows that a change was made after the system had processed 600,000 input tuples. The \( y \)-axis in Figures 4.19–4.21 shows the number of filters evaluated per 2000 input tuples. As expected, Figures 4.19 and 4.20 show that A-Greedy converges to the new Greedy ordering much faster than Sweep or LocalSwaps. Also note that the cost of LocalSwaps’s ordering changes more smoothly compared to Sweep. Figure 4.21 shows that Independent also adapts quickly, but its ordering is worse than A-Greedy’s ordering both before and after the change.
In general, A-Greedy and Independent have higher run-time overhead but faster adaptivity to changes than Sweep or LocalSwaps. Figure 4.22 shows this tradeoff by plotting on the y-axis the total time to process a workload where filter characteristics are varied
periodically, with the period shown on the $x$-axis. The lower this period, the higher the rate of change. We used $n = 8$, with four filters having cost one and the other four having cost ten. Each change permutes the selectivities randomly. When the rate of change is high, the faster adaptivity of A-Greedy and Independent enable them to significantly outperform Sweep (and LocalSwaps also, which is not shown in Figure 4.22 to avoid clutter). This
advantage diminishes as we reduce the rate of change, and the overall behavior approaches the convergence behavior of Figures 4.15 and 4.17.

Figures 4.23 and 4.24 further explore the tradeoff between run-time overhead and adaptivity using the same setup as in Figure 4.22. Figure 4.23 fixes the period of change at 100,000 tuples, where A-Greedy performs better than Sweep (Figure 4.22), and Figure 4.24 fixes the period of change at 1,000,000 tuples, where Sweep performs better. In each case
we vary on the $x$-axis the cost of the expensive filters, which varies the run-time overhead (Figure 4.18). In Figure 4.23 we see that even when the filter costs are high, so A-Greedy has high run-time overhead, A-Greedy continues to perform better than (actually improves over) Sweep. The reason is that as filter costs increase, the performance gaps between different orderings also increase, so Sweep gets penalized more for its slower adaptivity. Figure 4.24 shows that given sufficient time between changes, Sweep’s performance with respect to A-Greedy improves as A-Greedy’s percentage run-time overhead increases.

### 4.8 Summary of A-Greedy and its Variants

Table 4.3 summarizes the performance of A-Greedy, Sweep, Independent, and LocalSwaps with respect to the three metrics for adaptive query processing introduced in Section 3.1 in Chapter 3. A-Greedy has the best possible convergence properties for pipelined filters: the cost of the filter ordering satisfying the GI is at most four times the cost of the optimal filter ordering. Furthermore, any polynomial-time ordering algorithm for pipelined filters can at best provide a constant-factor approximation guarantee of four for this problem [89]. As we saw in the experiments in Section 4.7.4, because A-Greedy maintains the full matrix view, it can detect and correct violations in the GI quickly. Therefore, A-Greedy can adapt quickly to changes in stream and filter characteristics.

Sweep takes a stage-by-stage approach where in each stage it moves at most one filter to its appropriate place in the greedy order. Because of this property, if stream and filter characteristics stabilize, Sweep provably converges to an ordering that satisfies the GI. However, because the work done by Sweep’s Profiler and Re-optimizer in each stage focuses on...
a single filter, Sweep adapts slowly compared to A-Greedy—e.g., see Figure 4.19—but the run-time overhead of Sweep is much lower than that of A-Greedy—e.g., see Figure 4.18.

Independent does not have the good convergence properties of A-Greedy and Sweep. In fact, if the filters are correlated, then the cost of the ordering that satisfies the Independent Invariant can be $O(n)$ times worse than that of the optimal ordering. However, like A-Greedy and unlike Sweep, Independent can adapt quickly when stream or filter characteristics change, e.g., see Figure 4.21. Furthermore, like Sweep, Independent has significantly lower run-time overhead than A-Greedy because of Independent’s lower drop-profiling probability; see Figure 4.18. Note that if the filters are guaranteed to be independent, then Independent performs well on all metrics: it converges to the optimal ordering when statistics stabilize, adapts quickly to changes, and also has low run-time overhead.

Like Independent, LocalSwaps also does not have the good convergence properties of A-Greedy and Sweep. If stream and filter characteristics can change in arbitrary ways, then the cost of the ordering produced by LocalSwaps can be $O(n)$ times worse than that of the optimal ordering. Like Sweep, LocalSwaps may adapt slowly to changes in stream and filter characteristics, e.g., see Figure 4.20. However, like Sweep and Independent, LocalSwaps has significantly lower run-time overhead than A-Greedy, e.g., see Figure 4.18. Recall that LocalSwaps has low run-time overhead because its Profiler evaluates only one extra filter each time a tuple is profiled.

Figure 4.25 places our four adaptive algorithms on a three-dimensional plot where each axis corresponds to a performance metric for adaptive query processing: convergence properties under stable conditions, run-time overhead, and speed of adaptivity. Each axis has values “weak” and “strong”, where “weak” represents weak performance on the corresponding metric, and “strong” represents good performance.

It can be observed from Figure 4.25 that each of our algorithms performs well on at most two metrics. For example, A-Greedy performs well on convergence properties and speed of adaptivity, but performs weakly on the run-time overhead metric. We conjecture that any algorithm for adaptive pipelined filters can perform well on two of the metrics only at the cost of not performing well on the third metric. That is, there is a three-way tradeoff in adaptive pipelined-filter processing among good convergence properties under stable conditions, run-time overhead, and speed of adaptivity; recall Section 3.1 in Chapter 3.
4.9 Related Work

When filters are independent, the optimal ordering of a set of pipelined filters can be computed in polynomial time. Most previous work on pipelined filters and related problems makes the independence assumption and uses this ordering technique, e.g., [33, 63, 78]. Without the independence assumption, the problem is NP-hard. Previous work on ordering of correlated filters, e.g., [76, 95], either uses exhaustive search or proposes simple heuristics with no provable guarantees on the solution obtained. In [89] we introduce and study the \textit{pipelined set cover} problem. Our analysis of the convergence properties of our adaptive algorithms is based on a mapping from pipelined filters to pipelined set cover. Pipelined set cover is NP-hard, so in [89] we develop a linear-programming framework to analyze several approximation algorithms for this problem. We also consider the online version of pipelined set cover in an adversarial setting.

As discussed in Section 1.5, previous work on adaptive query processing considers primarily traditional relational query processing [26, 70, 71, 72, 74, 105, 113]. Consequently, these algorithms do not extend to continuous queries and provide no guarantees on convergence.
Eddies [10] route each tuple adaptively across the operators that need to process it. Our approach is more coarse-grained than Eddies, since at a given point in time one ordering of the filters is followed by all tuples. Nevertheless, one of our algorithms (the Independent algorithm) is comparable to the original Eddies algorithm proposed in [10]. A more recent Eddies paper [41] reduces run-time overhead by routing tuples in batches. However, the effects on adaptivity are not studied, and the statistics that need to be monitored is exponential in the number of inputs and operators. Note that one application of our algorithms could be to provide efficient routing schemes for Eddies.

### 4.10 Conclusion

Pipelined filters, where a stream is processed by a set of commutative filters, are common in stream-based applications. We addressed the problem of ordering the filters adaptively to minimize processing cost in an environment where stream and system conditions vary unpredictably over time. Our core algorithm for adaptive pipelined filters, A-Greedy, follows the StreaMon framework. A-Greedy’s Executor uses STREAM’s `select` operator for processing filters. The Profiler samples tuples processed by the `select` operator, and maintains statistics about the evaluation of each filter on the sampled tuples. These statistics are input to A-Greedy’s Re-optimizer, which orders the filters using a greedy algorithm based on the ratio of the conditional selectivities to tuple-processing times of the filters.

We analyzed the behavior of A-Greedy in terms of our three metrics for adaptive query processing, namely, convergence properties under stable conditions, run-time overhead, and speed of adaptivity. We observed that while A-Greedy has good convergence properties and speed of adaptivity, it suffers from relatively high run-time overhead. We developed variants of A-Greedy to address this problem. The Sweep variant, which profiles only one filter at a time, has good convergence properties and low run-time overhead, but may adapt slowly to changes. The Independent variant, which does not monitor conditional filter selectivities, has low run-time overhead and adapts quickly to changes, but lacks good convergence properties when filters are correlated. The LocalSwaps variant monitors only for local changes in the filter ordering when stream or filter characteristics change, so it lacks good convergence properties and may adapt slowly. However, LocalSwaps has much lower run-time overhead than A-Greedy.
Based on our analysis of A-Greedy and its variants, as well as the results of our experimental evaluation, we conjectured that there is a three-way tradeoff in adaptive pipelined-filter processing among convergence properties under stable conditions, run-time overhead, and speed of adaptivity. That is, any algorithm for adaptive pipelined filters can perform well on two of these metrics only at the cost of not performing so well on the third metric.

Finally, we presented a thorough performance evaluation of our algorithms based on an implementation in the STREAM prototype. One class of experiments studied the performance of A-Greedy and its variants in terms of our three metrics for adaptive query processing. We considered various steady-state settings of the input stream and filter characteristics, as well as dynamic variations of these characteristics. Our experimental results verified the observations that came from our analytical study of A-Greedy and its variants.

Another class of experiments studied the behavior of our algorithms under different rates at which input characteristics vary. For example, it is interesting to know how an algorithm like A-Greedy that adapts quickly, but has higher run-time overhead, compares to an algorithm like Sweep that has lower run-time overhead, but may adapt slowly to changes. Our experiments showed that for low rate of change, Sweep can be better than A-Greedy, but A-Greedy outperforms Sweep as the rate of change increases. A-Greedy performs well for a wide range of values of the rate of change, indicating that it is a very robust algorithm.
Chapter 5

Adaptive Processing of Windowed Stream Joins

The previous chapter described our instantiation of the generic StreaMon framework to process pipelined filter queries adaptively in environments where stream and system conditions can be unpredictable and volatile. We now consider the adaptive processing of a more complex class of continuous queries, which we call windowed stream joins. We first describe how the STREAM system processes windowed stream joins using fully-pipelined MJoin plans. An MJoin consists of one join pipeline per input stream, which joins updates to the window on that stream with the windows on the other streams. As illustrated in Section 2.2.4 in Chapter 2, MJoins are implemented by the \texttt{mjoin} operator in STREAM.

We show how the A-Greedy algorithm developed for pipelined filters in the previous chapter can handle adaptive ordering of join operators in MJoin pipelines. The theoretical guarantees provided by A-Greedy (Section 4.3.3) hold for a large class of windowed stream joins, but not for all of them. As it turns out, MJoins may not always be the most efficient way of processing windowed stream joins, due to a potential for excessive recomputation when multiple tuples in the stream have the same join values. We propose a new algorithm called \textit{A-Caching} that addresses this problem by placing caches adaptively in MJoin pipelines. Caches store join results computed by operators in the pipeline in the recent past. The cached results may be reused when join values repeat among input stream tuples, avoiding the recomputation problem.
Caches are highly desirable from an adaptivity perspective: Caches can be added, populated incrementally, and dropped with little overhead. Memory can be allocated to caches and freed dynamically, without compromising the accuracy of the join result. In the STREAM system, caches are implemented as synopses managed by join operators in the MJoin pipelines. Recall from Section 2.2.3 in Chapter 2 that synopses are used by operators in STREAM query plans to store run-time state that may be required for future evaluation of that operator.

A-Caching enables our plans for windowed stream joins to adapt over the entire spectrum between subresult-free MJoins and conventional tree-shaped join plans with fully-materialized subresults at every intermediate node. Like A-Greedy, A-Caching follows the generic StreaMon framework from Chapter 3 for adaptive query processing. We describe how A-Caching instantiates the Executor, Profiler, and Re-optimizer components of StreaMon. Finally, we report a thorough experimental evaluation of A-Caching from an implementation in the STREAM DSMS.

This chapter proceeds as follows. Section 5.1 introduces windowed stream joins and MJoins. Section 5.2 describes how the A-Greedy algorithm from Chapter 4 can handle the adaptive ordering of join operators in MJoins. Section 5.3 illustrates how excessive recomputation of intermediate results may limit the performance of MJoins, and Section 5.4 shows how to address this problem by placing caches in MJoin pipelines. Section 5.5 introduces the A-Caching algorithm for adaptive placement of caches in MJoin pipelines, and describes A-Caching’s Profiler and Re-optimizer. Section 5.6 presents A-Caching’s dynamic memory allocation algorithm. In Section 5.7 we extend A-Caching by expanding the range of caches considered for placement in the MJoin pipelines. Section 5.8 presents experimental results from an implementation of our algorithms in the STREAM DSMS. Related work is discussed in Section 5.9, and we conclude in Section 5.10.

5.1 Stream Joins and MJoins

In Chapter 2 we gave the following example CQL query, which represents a common class of continuous queries called windowed stream joins:

Select *
This query, denoted $Q$, is a two-way windowed join of streams $S_1$ and $S_2$. A window is specified over each stream that limits the tuples in the stream that can contribute to new join results at any point in time. (Recall from Section 2.1.2 in Chapter 2 that windows in CQL can be tuple-based or time-based.) $Q$’s result is a CQL relation. At any given time, this result relation contains the join (on attribute $A$, with $A > 10$ and $S_1.B < 20$) of the last 1000 tuples of $S_1$ with the tuples of $S_2$ that have arrived in the last 2 minutes.

In CQL, an $n$-way windowed stream join has the following general form:

```
Select *
From $S_1[W_1], S_2[W_2], \ldots, S_n[W_n]$
Where join and filter predicates over $S_1$–$S_n$
```

This query joins streams $S_1, S_2, \ldots, S_n$ to produce an $n$-way join result, which is a CQL relation. The window specification $W_i$ over $S_i$ limits the tuples in $S_i$ that can contribute to new join results at any point in time. At any given time, the result relation contains the join of the last $W_i$ worth of tuples in $S_i$, denoted window $S_i[W_i]$, across all streams. The tuples in the result relation must satisfy all the join and filter predicates specified in the query.

As time advances or tuples arrive in the input streams, new tuples enter the windows and old tuples expire from these windows. The insertion and deletion of tuples in the windows may cause the insertion and deletion of tuples in the join result. In Figure 2.2 in Chapter 2, we used a plan containing an MJoin operator ($mjoin$) to process our example windowed stream join. The multiway MJoin operator can process $n$-way windowed joins in general, as we show in Figure 5.1. $\sigma_i$ denotes the set of filter predicates on stream $S_i$. For clarity, the pipelines containing the join operators in the MJoin have been enlarged in Figure 5.1. Each window in the plan is stored as a STREAM synopsis; recall Section 2.2.3 in Chapter 2.

An MJoin for an $n$-way windowed stream join contains $n$ inputs. Each input corresponds to the insertion and deletion of tuples in the window over one of the streams, and is processed by one of the join pipelines in the MJoin. Without loss of generality, let us focus on the join pipeline for stream $S_1$ in Figure 5.1. When a tuple $s_1$ is inserted into the window
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$S_1[W_1]$, $s_1$ will be processed by this pipeline if $s_1$ satisfies the set of filter predicates $\sigma_1$ on $S_1$. From Figure 5.1, the first operator in this pipeline will join $s_1$ with the current (filtered) window $\sigma_3(S_3[W_3])$. For each $s_3 \in \sigma_3(S_3[W_3])$ that joins with $s_1$, the join operator generates intermediate joined tuples of the form $s_1 \cdot s_3$. These intermediate joined tuples are sent as insertions to the next operator in the pipeline, which in Figure 5.1 is a join with window $\sigma_2(S_2[W_2])$. This operator will join the $s_1 \cdot s_3$ tuples with tuples in $\sigma_2(S_2[W_2])$, and so on.

If $s_1$ has joining tuples in all of $\sigma_2(S_2[W_2])$–$\sigma_n(S_n[W_n])$, then the processing of $s_1$ by its join pipeline will generate all insertions to the result caused by the insertion of $s_1$ into $\sigma_1(S_1[W_1])$. Otherwise, processing on $s_1$ will stop at the first window that does not contain any joining tuples. Similar processing occurs when a tuple $s_1$, satisfying $\sigma_1$, is deleted from $S_1[W_1]$, i.e., when $s_1$ expires from the window. In this case, the processing of $s_1$ by its join pipeline will generate all deletions from the join result caused by the deletion of $s_1$ from $\sigma_1(S_1[W_1])$. Furthermore, similar processing occurs for insertions and deletions to
the other windows, as shown in Figure 5.1. Note that each input stream in Figure 5.1 has its own order for probing the other windows.

Like all other operators in the STREAM system, an MJoin processes the insertions and deletions to the input windows in nondecreasing order of timestamp across all windows; recall Section 2.2.5 from Chapter 2. Each insertion or deletion to a window is processed to completion—which includes join processing as well as update of the data and indexes in the corresponding synopsis—before the next one is processed.

5.1.1 Notation

For exposition, we use a succinct algebraic notation in this chapter: A windowed stream join \( \sigma_1(S_1[W_1]) \bowtie \sigma_2(S_2[W_2]) \cdots \bowtie \sigma_n(S_n[W_n]) \) is a continuous \( n \)-way join over streams \( S_1 \cdots S_n \), with respective CQL window specifications \( W_1 \cdots W_n \) and filter conditions \( \sigma_1 \cdots \sigma_n \), whose general form in CQL was shown at the start of this section. Recall from Section 2.1.2 in Chapter 2 that \( \sigma_i(S_i[W_i]) \) is a time-varying CQL relation. For brevity, will denote \( \sigma_i(S_i[W_i]) \) as the window \( R_i \), so the windowed stream join is simply \( R_1 \bowtie R_2 \cdots \bowtie R_n \). For example, the arrival of an \( S_i \) tuple satisfying \( \sigma_i \), and its insertion into the window \( S_i[W_i] \), is now an insertion into the window \( R_i \). Notation used in this chapter is summarized in Table 5.1. For clarity of presentation, we assume that all joins are equi-joins of the form \( R_i \text{attr}_j = R_k \text{attr}_l \).

Recall from Section 2.2.5 in Chapter 2 that operators in STREAM query plans that produce a CQL time-varying relation as output actually produce a stream of insertions and deletions to the output relation. We use \( \Delta R_i \) to denote the insertions and deletions to the window \( R_i \), in nondecreasing order of timestamp. That is, the insertion of a tuple \( r \) into \( R_i \) at logical time \( \tau \) generates an element \( \langle r, \tau, + \rangle \) in \( \Delta R_i \). (Recall from Section 2.2.1 in Chapter 2 that elements are tuple-timestamp-flag triples, with the “+” flag denoting insertion and the “−” flag denoting deletion.) Similarly, the deletion of a tuple \( r \) from \( R_i \) at logical time \( \tau \) generates an element \( \langle r, \tau, - \rangle \) in \( \Delta R_i \). When we do not need to distinguish whether an element in \( \Delta R_i \) is an insertion or a deletion, we simply refer to it as a tuple in \( \Delta R_i \). The result required for a windowed stream join is the stream of insertions and deletions to the \( n \)-way join result based on the tuples in \( \Delta R_1, \ldots, \Delta R_n \) and the time-varying contents of windows \( R_1, R_2, \ldots, R_n \).
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<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Number of joining streams</td>
</tr>
<tr>
<td>$S_i$</td>
<td>$i$th joining stream</td>
</tr>
<tr>
<td>$W_i$</td>
<td>CQL window specification over $S_i$</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>Filter conditions over $S_i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Window $R_i$ denotes $\sigma_i(S_i[W_i])$</td>
</tr>
<tr>
<td>$\Delta R_i$</td>
<td>The insertions and deletions to $R_i$ in nondecreasing order of timestamp</td>
</tr>
<tr>
<td>$\Join_{i_1}, \ldots, \Join_{i_{n-1}}$</td>
<td>$i$th pipeline processing $\Delta R_i$; the join operator $\Join_{i_j}$ joins its input with $R_{i_j}$</td>
</tr>
<tr>
<td>$C_{ijk}$</td>
<td>Cache of segment $\Join_{i_1}, \Join_{i_2}, \ldots, \Join_{i_k}$</td>
</tr>
<tr>
<td>$K_{ijk}$</td>
<td>Cache key of $C_{ijk}$</td>
</tr>
<tr>
<td>$\text{benefit}(C_{ijk})$</td>
<td>Avg. processing cost per unit time when $C_{ijk}$ is not used minus when it is used</td>
</tr>
<tr>
<td>$\text{cost}(C_{ijk})$</td>
<td>Avg. processing cost per unit time to maintain $C_{ijk}$ on updates to $R_{i_1}, \ldots, R_{i_k}$</td>
</tr>
<tr>
<td>$W$</td>
<td>Our online estimate for any statistic is the avg. of its $W$ most recent measurements</td>
</tr>
</tbody>
</table>

In our algebraic notation, an MJoin to process an $n$-way windowed stream join consists of $n$ pipelines, where the $i$th pipeline processes tuples in $\Delta R_i$. To process a tuple $r$ in $\Delta R_i$, $r$ is joined with the other $n-1$ windows in some order $R_i, \ldots, R_{i_{n-1}}$ to generate the corresponding insertions and deletions to the $n$-way join result. $\Delta R_i$’s pipeline is represented as $\Join_{i_1}, \Join_{i_2}, \ldots, \Join_{i_{n-1}}$ where $\Join_{i_j}$ denotes the join operator that performs the join with $R_{i_j}$. A tuple $r$ input to $\Join_{i_j}$ is the concatenation of a tuple each from $R_i, R_{i_1}, \ldots, R_{i_{j-1}}$ such that $r$ satisfies all the join predicates among $R_i, R_{i_1}, \ldots, R_{i_{j-1}}$. $\Join_{i_j}$ joins $r$ with $R_{i_j}$, using indexes, enforcing all join predicates between $R_{i_j}$ and $R_i, R_{i_1}, \ldots, R_{i_{j-1}}$. Recall from Section 2.2.3 in Chapter 2 that (hash) indexes are present on all join attributes in the window synopses. For each joining tuple $r_j \in R_{i_j}$, $\Join_{i_j}$ forwards $r \cdot r_j$ to the next operator in the pipeline.

Example 5.1.1 Consider a three-way windowed stream join $R_1 \Join_{R_1,A=R_2.A} R_2 \Join_{R_2,B=R_3.B} R_3$. Figure 5.2(a) shows an MJoin for this windowed stream join. Suppose the contents
of the windows are as shown in Figure 5.2(b) and an insertion \( \langle 1 \rangle \) on \( \Delta R_1 \) is processed next. The first join operator in \( R_1 \)'s pipeline joins \( \langle 1 \rangle \) with \( R_2 \), producing two intermediate tuples \( \langle 1, 1, 2 \rangle \) and \( \langle 1, 1, 3 \rangle \). These tuples are joined with \( R_3 \) by the second join operator, producing the output insertion \( \langle 1, 1, 2, 2 \rangle \). Finally, \( \langle 1 \rangle \) is inserted into \( R_1 \).

5.2 A-Greedy for MJoins

An MJoin consists of pipelines containing commutative join operators. One option for ordering these pipelines adaptively is to use the A-Greedy algorithm from Chapter 4 for ordering pipelined filters. Unfortunately, A-Greedy does not apply here directly because, unlike a filter, a join operator may produce an arbitrary number of output tuples per input tuple. However, it turns out that an efficient way to execute the join pipelines for an input
tuple \( r \) is to first have a low-overhead \textit{probe phase} to see whether \( r \) will produce a join result at all. If it does, then a second \textit{computation phase} performs the full join computation to produce all join results generated by \( r \).

In the two-phase execution strategy for a join pipeline, the probe phase turns out to be an instance of pipelined filters. Also, we can show that the order used for evaluating the join operators in the computation phase does not affect the overall cost. Therefore, the two-phase execution strategy maps the problem of ordering join pipelines to the problem of ordering pipelined filters. With this mapping, the A-Greedy algorithm (and its variants) can be applied directly to order the join pipelines in an MJoin.

### 5.2.1 Note on Join Graphs

The details of our two-phase execution strategy for join pipelines depend on the \textit{join graph} of the windowed stream join. We give a brief introduction to join graphs before describing our algorithms. The join graph of a windowed stream join \( R_1 \bowtie R_2 \cdots \bowtie R_n \) is an undirected graph with the \( n \) windows \( R_1, R_2, \ldots, R_n \) as vertices, and an edge between \( R_i \) and \( R_j \) if and only if there is a join predicate between them. Join graphs can be \textit{acyclic} as in Figure 5.3(a), or \textit{cyclic} as in 5.3(b). We refer to windowed stream joins with acyclic (cyclic) join graphs as acyclic (cyclic) joins. A specific type of acyclic join seen frequently in practice is a \textit{star join}, as shown in Figure 5.3(c). We begin by describing our algorithm to process star joins adaptively.
5.2.2 Adaptive Ordering of Star Joins

First consider processing updates in the root (center) window of the star join. (For example, $R_1$ is the root window of the star join shown in Figure 5.3(c).) Without loss of generality, let the root window be $R_1$, so we want to process tuples in $\Delta R_1$. We denote $\Delta R_1$’s pipeline as $O = \bowtie_{i_1}, \bowtie_{i_2}, \ldots, \bowtie_{i_{n-1}}$. A tuple $r_1 \in \Delta R_1$ is processed in two phases—drop probing and output generation—applied sequentially:

- **Drop probing phase:** In the drop probing phase, each window $R_j$ ($j \neq 1$) is probed with $r_1$ to find whether $r_1$ joins with a tuple in $R_j$ or not. The probes are done independently, but in the order specified by $O$. If $r_1$ does not join with any tuple in $R_j$, i.e., $R_j$ drops $r_1$, then we do not further process $r_1$. Otherwise, once we know that $R_j$ does not drop $r_1$, we move on to probe the next window in the order specified by $O$, without generating any more matches in $R_j$. Note that drop probing is exactly pipelined filter processing, with the windows acting as filters. If none of $R_2$–$R_n$ drop $r_1$, then $r_1$ goes into the output generation phase.

- **Output generation phase:** The output generation phase uses a multiway nested-loop join [57, 78], using indexes, to output the complete join result generated by $r_1$. This phase does not repeat the join computation done in the drop probing phase for $r_1$. For this purpose, if $R_j$ does not drop $r_1$ during drop probing, then we save enough information so that the join with $R_j$ can be continued during output generation from where it was left off during drop probing. For example, if the join of $r_1$ with $R_j$ is based on a full scan of $R_j$, then we save the position of the last $R_j$ tuple that was compared with $r_1$ during drop probing.

The multiway nested-loop join used during output generation does not materialize intermediate join results. Therefore, the unit-time cost of output generation in $\Delta R_1$’s pipeline is the sum of the cost of accessing joining tuples in $R_2$–$R_n$ and the cost of creating new result tuples. Suppose $p_i$ tuples in $R_i$ are accessed on average per tuple in $\Delta R_1$ during output generation. Then, the unit-time cost of accessing joining tuples is $O(rate(\Delta R_1) \times \Pi_{i=2}^{n} p_i)$, assuming all join processing happens in memory. $rate(\Delta R_1)$ is the rate of insertions and deletions in $R_1$. The unit-time cost of creating new join result tuples is $O(rate(\Delta R_1) \times u)$,
where \( u \) is the average number of join results per \( \Delta R_1 \) tuple. Note that both these costs are independent of the order of join operators used by the multiway nested-loop join for output generation.

The unit-time cost of processing updates in the root window \( R_1 \) consists of the cost of drop probing and the cost of output generation. Since the cost of output generation is independent of the order of operators in the join pipeline, only the cost of drop probing affects the relative performance of a given order. Furthermore, drop probing is an instance of pipelined filters. Therefore, the A-Greedy algorithm from Section 4.3 in Chapter 4 (and its variants) can be used directly to order the operators adaptively in the join pipeline. Because of the equivalence to pipelined filters, Theorem 4.3.1 from Chapter 4 applies in this case, ensuring the theoretical guarantees on convergence properties. Therefore, by using A-Greedy for ordering \( \Delta R_1 \)'s pipeline, we can guarantee that the unit-time cost of the ordering produced when statistics stabilize is at most four times the unit-time cost of the optimal ordering.

The discussion so far focused on the processing of updates in the root window \( R_1 \) of the star join. We now consider nonroot windows. As a heuristic, we avoid using Cartesian products in the join pipelines. (Note that Cartesian products are inevitable if the join graph is not connected.) In our experiments using the STREAM system (Section 5.8), we have never come across a scenario where Cartesian products are part of the optimal MJoin. Furthermore, Cartesian products increase the space of possible plans and the number of statistics to be monitored, typically increasing run-time overhead considerably without any improvement in plan quality. The downside of avoiding Cartesian products is that we disallow certain filter (join) orderings in A-Greedy, so we no longer get the theoretical guarantees on convergence properties provided by A-Greedy in Theorem 4.3.1.

Let \( R_j \) be a nonroot window. For a tuple \( r_j \) in \( \Delta R_j \), the join with the root window \( R_1 \) will be done first to avoid a Cartesian product. If \( r_j \) does not join with any tuples in \( R_1 \), then we do not further process \( r_j \). Otherwise, drop probing and output generation (if required) will be invoked for each tuple of \( r_j \bowtie R_1 \) to compute their join with \( R_2, \ldots, R_{j-1}, R_{j+1}, \ldots, R_n \). This computation is similar to the processing of updates in the root window.
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5.2.3 Adaptive Ordering of Acyclic and Cyclic Joins

Consider the acyclic join depicted in Figure 5.3(a). Because of our heuristic of avoiding Cartesian products, we can think of the edges in this join graph as specifying a set of precedence constraints on the join order. For example, the join with $R_4$ will be a Cartesian product in $R_1$’s pipeline unless the join with $R_3$ in the pipeline precedes the join with $R_4$. Therefore, $O = \Join_2, \Join_3, \Join_4, \Join_5, \Join_6$ is a possible pipeline for $\Delta R_1$, but $O' = \Join_2, \Join_4, \Join_3, \Join_5, \Join_6$ is not. Specifically, $\Join_3$ must precede $\Join_4$ in $\Delta R_1$’s pipeline.

Note that the single path from $R_1$ to $R_4$ in Figure 5.3(a) goes through $R_3$. Consequently, $R_4$ will drop a tuple $r_1 \in \Delta R_1$ only if it drops every $R_3$ tuple in $r_1 \Join R_3$. We generalize this property to apply the two-phase execution strategy and the A-Greedy algorithm to acyclic joins. We treat each join operator $\Join_j$ in $R_i$’s pipeline as a logical filter corresponding to the join along the unique path from $R_i$ to $R_j$ in the join graph. We apply the A-Greedy algorithm from Chapter 4 directly to these logical filters, then generate the join ordering for $R_i$’s pipeline from A-Greedy’s ordering of the logical filters. For example, the logical filters input to A-Greedy to order the join operators in $R_1$’s pipeline for the acyclic join graph in Figure 5.3(a) are: $F_1 = R_2$, $F_2 = R_3$, $F_3 = R_3 \Join R_4$, $F_4 = R_3 \Join R_5$, and $F_5 = R_3 \Join R_5 \Join R_6$. A-Greedy’s ordering of these logical filters is mapped to an ordering of the join operators by enforcing the precedence constraints from the join graph. For example, if A-Greedy orders the filters as $F_3, F_2, F_1, F_4, F_5$, then $\Delta R_1$’s pipeline will be set to $\Join_3, \Join_4, \Join_2, \Join_5, \Join_6$.

The logical filters are profiled and A-Greedy’s matrix view is maintained as described in Section 4.3 in Chapter 4. We use the above technique for acyclic joins to handle cyclic joins as well: We choose a spanning tree for the cyclic join graph, then treat the join as the corresponding acyclic join [10, 78, 94].

5.3 XJoins

An MJoin does not maintain any intermediate join subresults. For example, consider the MJoin in Figure 5.4 for $R_1 \Join R_2 \Join R_3 \Join R_4$. Each tuple $r_4 \in \Delta R_4$ will be joined first with $R_2$, the resulting tuples will be joined with $R_1$, and so on. The intermediate subresults
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Figure 5.4: MJoin for $R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4$

generated—$r_4 \bowtie R_2$, $r_4 \bowtie R_2 \bowtie R_1$, $r_4 \bowtie R_2 \bowtie R_1 \bowtie R_3$—are discarded after $r_4$ is processed. Not maintaining such intermediate results can limit performance in scenarios where values of join attributes repeat among tuples in $\Delta R_4$. For example, if $r'_4 \in \Delta R_4$ arrives after $r_4$ with the same join-attribute values as $r_4$, then the MJoin will repeat the computation it did for $r_4$, to generate the same join subresults again.

In contrast to MJoins, an XJoin [112], which is a tree of two-way joins, maintains a fully-materialized join subresult for each intermediate two-way join in the plan. XJoins are implemented in the STREAM system by the binary-join operator outlined in Table 2.1 in Chapter 2. Figure 5.5(a) shows an example XJoin for $R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4$, which uses a left-deep tree and maintains two join subresults: $R_1 \bowtie R_2$ and $R_1 \bowtie R_2 \bowtie R_3$. Each new tuple $r_4 \in \Delta R_4$ can now be joined with $R_1 \bowtie R_2$ and $R_1 \bowtie R_2 \bowtie R_3$ directly. Consequently, intermediate join subresults in $R_1 \bowtie R_2 \bowtie R_3$ need not be computed again and again for tuples in $\Delta R_4$ with repeated join values.

MJoins and XJoins actually lie at two extremes of a spectrum of plans for windowed stream joins. Figure 5.6 shows an example of an intermediate plan in this spectrum. This
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Figure 5.5: XJoins for \( R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4 \)

\[
\begin{align*}
(\Delta R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4) & \cup \\
\cdots & \cup \\
(\Delta R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4) & \\
(\Delta R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4) & \\
\end{align*}
\]

Figure 5.6: Tree of MJoins for \( R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4 \)

\[
\begin{align*}
(\Delta R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4) & \cup \\
\cdots & \cup \\
(\Delta R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4) & \\
(\Delta R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4) & \\
\end{align*}
\]
plan is a tree consisting of two MJoins: an MJoin of $R_1$ and $R_2$, followed by an MJoin of the resulting tuples with $R_3$ and $R_4$. It maintains the join subresult $R_1 \bowtie R_2$ only. (We will see later in this chapter that a large fraction of this spectrum consists of plans that cannot even be represented as a tree of MJoins.) Intermediate plans may be significantly more efficient than any MJoin or XJoin in some scenarios. For example, if the tuple-arrival rates in $\Delta R_3$ and $\Delta R_4$ are much higher than that in $\Delta R_1$ and $\Delta R_2$, then the plan in Figure 5.6 may outperform the MJoin in Figure 5.4, both the XJoins in Figure 5.5, and any other MJoin or XJoin. As usual, an MJoin may unnecessarily recompute the joining $R_1 \bowtie R_2$ tuples for incoming $\Delta R_3$ and $\Delta R_4$ tuples. An XJoin may incur high overhead to maintain a join subresult involving $R_3$, $R_4$, or both. This simple example motivates the need to consider the entire spectrum of plans when choosing the plan to execute a windowed stream join.

Choosing an efficient join plan for the current stream and system conditions is a difficult problem as we have just motivated. In addition, it is important to adapt as these conditions change. For example, if $R_1$ has a long burst of updates, then we may want to switch to the XJoin in Figure 5.5(b) from the XJoin in Figure 5.5(a). Such plan switching can be expensive if plans carry a lot of run-time state like the fully-materialized join subresults in XJoins [121]: The state in the old plan has to be disposed (e.g., to reclaim memory) and the complete state in the new plan has to be generated and materialized before we can start processing new input tuples. In volatile stream and system conditions, it is important to keep the cost of switching between plans low, so as to avoid a significant pause in throughout when conditions change.

We propose a new approach for windowed stream joins that addresses the problems with MJoins and XJoins. Our approach starts with MJoins and adds subresult caches adaptively in the MJoin pipelines. This approach has many advantages. Our plan space captures the entire spectrum of join plans from MJoins to XJoins. Caches can be added, populated incrementally, and dropped with little overhead. Therefore, the cost of switching from one MJoin with caches to another is low, enabling fast adaptivity when stream or system conditions change. Finally, unlike XJoins, the performance of MJoins with caches degrades gracefully when memory availability decreases. Next we describe how caches can be used in MJoin pipelines, then describe our algorithm for adding and removing caches adaptively.
5.4 Caches in MJoin Pipelines

Consider an MJoin plan for a windowed stream join over windows $R_1, R_2, \ldots, R_n$. In this environment, a cache is an associative store used during join processing that corresponds to a contiguous segment of join operators in a pipeline. We use the notation $C_{ijk}$ to represent a cache in $R_i$’s pipeline corresponding to the operator segment $\bowtie_{i,j}, \ldots, \bowtie_{i,k}$. Logically, $C_{ijk}$ contains key-value pairs $(u, v)$, where the key $u$ is the set of join attributes, denoted $K_{ijk}$, between a window in $\{R_i, R_{i1}, R_{i2}, \ldots, R_{ij-1}\}$ and a window in $\{R_{ij}, \ldots, R_{ik}\}$. In other words, $K_{ijk}$ is the set of join attributes between the windows in the $i$th pipeline that appear before the cached segment and the windows in the cached segment. $K_{ijk}$ is called the cache key for $C_{ijk}$. $C_{ijk}$ is required to satisfy a consistency invariant, which guarantees that all cached entries are current and correct. However, we do not assume or make any guarantees on completeness, i.e., a cache may contain only a subset of the corresponding join subresult.

**Definition 5.4.1 (Consistency Invariant)** Cache $C_{ijk}$ satisfies the consistency invariant if for all $(u, v) \in C_{ijk}$, $v = \sigma_{K_{ijk}=u}(R_{ij} \bowtie \ldots \bowtie R_{ik})$.

Each cache $C_{ijk}$ supports the following operations:

- **create($u, v$)** for a key-value pair $(u, v)$, which adds the key-value pair to the cache.
- **probe($u$)** for a key $u$, which returns a hit with value $v$ if $(u, v) \in C_{ijk}$, and a miss otherwise.
- **insert($u, r$) and delete($u, r$)** for a key $u$ and a tuple $r \in R_{ij} \bowtie \cdots \bowtie R_{ik}$. If $(u, v) \in C_{ijk}$, **insert($u, r$)** adds $r$ to set $v$, otherwise **insert($u, r$)** is ignored. Similarly, if $(u, v) \in C_{ijk}$, **delete($u, r$)** removes $r$ from set $v$, otherwise **delete($u, r$)** is ignored.

Intuitively, a cache $C_{ijk}$ is placed in $R_i$’s pipeline just before $\bowtie_{i,j}$. When a tuple $r$ reaches $\bowtie_{i,j}$ during join processing, we first probe $C_{ijk}$ with $\pi_{K_{ijk}}(r)$. If we get a hit, then we directly have the tuples in $R_{ij} \bowtie \cdots \bowtie R_{ik}$ that join with $r$, and we save the work that would otherwise have been performed to generate them. If we miss, then we continue regular join processing and add the computed result (which could be empty) to $C_{ijk}$ for
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later probes. Because caches need not provide any guarantee on completeness, caches can be added at any time without stalling the pipelines, then populated incrementally. They can also be dropped at any time. In more general terms relating back to Section 5.3, plan-switching costs are negligible.

Specifically, to use a cache $C_{ijk}$ during join processing, a CacheLookup operator $L$ and a CacheUpdate operator $U$ are placed in $R_i$’s pipeline. $L$ is placed just before $\bowtie_{i_j}$ and $U$ is placed just after $\bowtie_{i_k}$. Recall that $\bowtie_{i_j}$ is the first operator in the segment corresponding to $C_{ijk}$ and $\bowtie_{i_k}$ is the last operator in this segment. When $L$ receives a (possibly composite) tuple $r$, it probes the cache with $u = \pi_{K_{ijk}}(r)$. If the cache returns a hit with a value $v$, then $L$ bypasses operators $\bowtie_{i_j}, \ldots, \bowtie_{i_k}$, and $U$, and forwards $r \cdot s$ for each $s \in v$ to the operator following $U$. If there is a cache miss, $L$ sends $r$ on to $\bowtie_{i_j}$ to continue with regular join processing through $\bowtie_{i_j}, \ldots, \bowtie_{i_k}$, resulting in the computation of $v = \sigma_{K_{ijk}=u}(R_{i_j} \bowtie \cdots \bowtie R_{i_k})$, and $U$ adds $(u, v)$ to $C_{ijk}$ using create$(u, v)$.

Example 5.4.1 Consider the three-way join from Example 5.1.1 and the current contents of windows $R_1$, $R_2$, and $R_3$ in Figure 5.2(b). Figure 5.7 shows an MJoin with a cache, currently empty, for the $R_2$, $R_3$ segment in $\Delta R_1$’s pipeline. Suppose tuple $\langle 1 \rangle \in \Delta R_1$ is processed next, so the CacheLookup operator probes the cache with $\langle 1 \rangle$. This probe misses and $\langle 1 \rangle$ is forwarded to the join operators. The joining $\langle 1, 2, 2 \rangle$ tuple is inserted into the cache by the CacheUpdate operator in $\Delta R_1$’s pipeline. If the tuple processed next is also $\langle 1 \rangle \in \Delta R_1$, then the cache probe is a hit and the join result is output immediately.

Next we describe the maintenance of $C_{ijk}$ on updates to $R_{i_j} \in \{R_{i_j}, \ldots, R_{i_k}\}$. Suppose $r$ is inserted into $R_{i_j}$. If $C_{ijk}$ contains an entry $(u, v)$ for $u \in \pi_{K_{ijk}}(R_{i_j} \bowtie \cdots \bowtie R_{i_{l-1}} \bowtie r \bowtie R_{i_{l+1}} \bowtie \cdots \bowtie R_{i_k})$, then the tuples $\sigma_{K_{ijk}=u}(R_{i_j} \bowtie \cdots \bowtie R_{i_{l-1}} \bowtie r \bowtie R_{i_{l+1}} \bowtie \cdots \bowtie R_{i_k})$ must be added to $v$ to maintain the consistency invariant; similarly for a deletion. If $C_{ijk}$ does not contain an entry $(u, v)$ for a $u \in \pi_{K_{ijk}}(R_{i_j} \bowtie \cdots \bowtie R_{i_{l-1}} \bowtie r \bowtie R_{i_{l+1}} \cdots \bowtie R_{i_k})$, then the consistency invariant is not affected and nothing needs to be done.

Example 5.4.2 We continue with Example 5.4.1. Recall that the cache currently contains one entry $(u, v)$ with $u = \langle 1 \rangle$ and $v = \{\langle 1, 2, 2 \rangle\}$. Suppose tuple $\langle 3 \rangle$ is inserted into $R_3$ next. We must update $(u, v)$ by adding $\sigma_{R_2, B=u}(R_2 \bowtie \{\langle 3 \rangle\}) = \langle 1, 3, 3 \rangle$ to $v$ so that a new tuple $\langle 1 \rangle \in \Delta R_1$ will correctly produce two output tuples, $\langle 1, 1, 2, 2 \rangle$ and $\langle 1, 1, 3, 3 \rangle$. 


To maintain $C_{ijk}$’s consistency when any of $R_{ij}, \ldots, R_{ik}$ is updated, we must compute the corresponding updates to $R_{ij} \bowtie \cdots \bowtie R_{ik}$. If these updates are not computed as part of regular join processing, then we must compute them separately. We specify a \textit{prefix invariant} (below) that is both necessary and sufficient to ensure that all updates to $R_{ij} \bowtie \cdots \bowtie R_{ik}$ are computed as part of regular join processing. We limit the discussion in the rest of this section to caches that satisfy the prefix invariant. This restriction is revisited in Section 5.5 and relaxed in Section 5.7.

\textbf{Definition 5.4.2 (Prefix Invariant)} Cache $C_{ijk}$ satisfies the prefix invariant if the first $k - j$ join operators in $\Delta R_{ij}$’s pipeline, for each $R_{ij} \in \{R_{ij}, \ldots, R_{ik}\}$, correspond to joins with one of $\{R_{ij}, \ldots, R_{ik}\} - R_{ij}$. \hfill $\square$

\begin{figure}
\centering
\includegraphics[width=\textwidth]{plan_with_r2_r3_cache}
\caption{Plan with a $R_2 \bowtie R_3$ cache}
\end{figure}
In other words, we require $\Delta R_{i_l}$’s pipeline to join incoming tuples with the other windows in $R_{i_j}, \ldots, R_{i_k}$ in some order, before joining with the remaining windows in $R_{1}, \ldots, R_{n}$. Then, the tuples produced by the segment consisting of the first $k - j$ join operators in $\Delta R_{i_l}$’s pipeline are the updates to $R_{i_j} \bowtie \cdots \bowtie R_{i_k}$ for each update to $R_{i_l}$.

Example 5.4.3 The plan in Figure 5.7 satisfies the prefix invariant for the cache corresponding to the $R_2, R_3$ segment in $\Delta R_1$’s pipeline: $\Delta R_2$’s pipeline contains $R_3$ for the first join, and vice-versa. However, a cache corresponding to the $R_2, R_1$ segment in $\Delta R_3$’s pipeline would not satisfy the prefix invariant because the join with $R_1$ is not the first join in $\Delta R_2$’s pipeline.

To maintain the consistency of $C_{ijk}$, we place $k - j + 1$ CacheUpdate operators: $U_l$, $j \leq l \leq k$, is placed just before the $(k - j + 1)$st join operator in $\Delta R_{i_l}$’s pipeline. Because of the prefix invariant, $U_l$ has access to all updates to $R_{i_j} \bowtie \cdots \bowtie R_{i_k}$ caused by an update to $R_{i_l}$. $U_l$ extracts the cache key from each tuple and updates $C_{ijk}$ by making the required insert or delete call.

Example 5.4.4 Let us revisit Example 5.4.2. When the insertion 3 is processed by $\Delta R_3$’s pipeline, the intermediate tuples 1, 3, 3 and 2, 3, 3 pass through the CacheUpdate operator, which makes the corresponding insert calls to the cache. Since the cache key 1 for 1, 3, 3 is present, 1, 3, 3 is added to its associated value. Since the cache key 2 for 2, 3, 3 is not present, this insert call will be ignored by the cache, maintaining consistency.

5.4.1 Implementation of Caches in STREAM

Caches are implemented as synopses in STREAM. Each cache synopsis contains a hash index built on the cache key. The number of buckets in the hash table, which is constant, is chosen based on the expected cache size. Cache sizes are estimated online before we start using the caches, as described in Section 5.5.3.

Actual tuples are never copied into the caches. The cached values are always sets of references to joining tuples in the windows. Note that the windows involved in the
query plan are themselves stored as STREAM synopses; recall Section 2.2.3 in Chapter 2. The memory for storing the cache synopses is allocated from a pool of memory reserved for caches in each MJoin. This memory is allocated dynamically to different caches, as described in Section 5.6.

Operations on caches are implemented in a straightforward manner using the hash index on the cache key. When an \textit{insert}(u, r) is invoked on a cache that contains an entry \((u, v)\), we add \(r\) to \(v\). Deletes are the converse. \textit{create}(u, v) adds a new entry, potentially replacing an existing entry. We use a simple \textit{direct-mapped} cache replacement scheme to keep its runtime overhead low: If a new key hashes to a bucket that already contains another key (i.e., a \textit{collision}), then we simply replace the existing entry with the new one, without violating consistency.

### 5.5 Adaptive Caching

The performance of our windowed stream join plans depends on join ordering as well as caching, where caching includes both cache selection and memory allocation to caches. Instead of optimizing both ordering and caching in concert, we take a modular approach as a first step in attacking this complex problem:

1. We first order the join operators in the MJoin pipelines adaptively using A-Greedy as described in Section 5.2.

2. For a given join ordering, we then focus on adaptive selection of caches to optimize performance for that ordering.

3. Given an ordering and caching scheme, we allocate memory adaptively to the selected caches.

Apart from making the overall problem easier to handle, our modular approach is motivated by the observation that the ordering and caching problems, which are NP-Hard individually, when considered separately permit efficient near-optimal approximation algorithms (Sections 5.2 and 5.5.4). Full treatment of the integrated ordering-caching problem is beyond the scope of this thesis.
Now let us focus on the problem of choosing caches adaptively for a given join ordering. We first restrict our plan space by considering only caches that satisfy the prefix invariant (Definition 5.4.2), and later drop this restriction in Section 5.7. There are compelling reasons to consider this restricted plan space:

1. The cache selection problem is NP-Hard even in this restricted plan space. However, the prefix invariant enables efficient algorithms to find solutions with strong quality guarantees (Section 5.5.4).

2. The prefix invariant ensures that all updates to caches are computed at no extra cost as part of regular join processing (Section 5.4).

3. This plan space subsumes the space of windowed stream join plans that are trees of \textit{MJoins}. (See [114] for a detailed motivation of this plan space.) Plans from this space are very effective at improving basic MJoin performance (Section 5.8).

For presentation, we will first assume that we have enough memory for all selected caches. In Section 5.6 we describe our algorithm for allocating memory adaptively to caches.

### 5.5.1 Cache Cost Model

Intuitively, the \textit{benefit} we get from using a cache \( C \), denoted \( \text{benefit}(C) \), is the processing cost without the cache minus the processing cost with the cache. Recall that we consider processing costs in terms of the unit-time cost metric.

Let \( d_{ij} \) be the average number of tuples processed per unit time by the join operator \( \bowtie_{i,j} \), and let \( c_{ij} \) be the average processing cost per tuple for \( \bowtie_{i,j} \). When we do not use cache \( C_{ijk} \), the average processing cost per unit time for the segment \( \bowtie_{i,j}, \ldots, \bowtie_{i,k} \) is \( \sum_{l=j}^{k} d_{il} c_{il} \). When we use \( C_{ijk} \), it is probed for each of the \( d_{ij} \) tuples that reach \( \bowtie_{i,j} \). If there is a cache hit, the result of the join with \( R_{i,j}, \ldots, R_{i,k} \) is available in the cache and no work needs to be done by \( \bowtie_{i,j}, \ldots, \bowtie_{i,k} \). In case of a cache miss, regular pipeline processing continues in \( \bowtie_{i,j}, \ldots, \bowtie_{i,k} \) and the joining tuples are inserted into the cache. Thus:

\[
\text{benefit}(C_{ijk}) = \sum_{l=j}^{k} d_{il} c_{il} - d_{ij} \times \text{probe \_ cost}(C_{ijk}) - \text{miss \_ prob}(C_{ijk}) \times (\sum_{l=j}^{k} d_{il} c_{il} + d_{i,k+1} \times \text{update \_ cost}(C_{ijk}))
\]
d_{i,k+1} is the average number of tuples processed by the join operator following \( \Join l_k \), so it is the average number of tuples output by \( \Join i_j, \ldots, \Join i_k \) per unit time. (The \( d_{i,k+1} \) notation is slightly different from the regular \( d_{ij} \) notation for clarity.) On average, \( \text{miss.prob}(C_{ijk}) \times d_{i,k+1} \) tuples will need to be inserted into \( C_{ijk} \) because of cache misses.

The cost of using \( C_{ijk} \), denoted \( \text{cost}(C_{ijk}) \), is the cost of maintaining \( C_{ijk} \) on updates to \( R_{ij}, \ldots, R_{ik} \). Recall that because of the prefix invariant, the updates themselves are computed as part of the regular join processing. Thus:

\[
\text{cost}(C_{ijk}) = \text{update.cost}(C_{ijk}) \times \sum_{l=j}^{k} d_{l,k-j+1}
\]

### 5.5.2 Processing Windowed Stream Joins Adaptively

We are now ready to describe A-Caching—our adaptive algorithm for adding and dropping caches from MJoin pipelines. At any point in time we have a set of pipelines determined by a join ordering algorithm. From these pipelines, we identify a set of candidate caches, which are those that satisfy the prefix invariant (Definition 5.4.2). The goal of A-Caching is to ensure that the set of caches being used in the pipelines at any point of time is the subset \( X \) of nonoverlapping candidate caches that maximizes \( \sum_{C \in X} \text{benefit}(C) - \text{cost}(C) \), where caches are nonoverlapping if they have no join operators in common. Although there may be certain situations where overlapping caches are beneficial, we do not consider them because they complicate cache management and optimization considerably.

A-Caching instantiates the three generic components of StreaMon. The Profiler maintains online estimates of the benefits and costs of candidate caches. The Re-optimizer ensures that the optimal set of caches is being used at any point of time. The third component is the Executor which executes the join operators in the pipelines. The Executor uses and maintains the caches chosen currently for use by the Re-optimizer.

In addressing re-optimization, we first consider the offline version of the cache selection problem, which is to find the optimal nonoverlapping subset of candidate caches given stable benefits and costs for all caches. We develop an offline cache selection algorithm for this problem, then use it to derive the adaptive algorithm employed by the Re-optimizer. Next, we describe how the Profiler performs online cache benefit and cost estimation (Section 5.5.3), then our offline cache selection algorithm (Section 5.5.4), and finally the overall adaptive algorithm (Section 5.5.5).
5.5.3 Estimating Cache Benefits and Costs Online

Let us consider how we can estimate the cost and benefit of a candidate cache online. Since caches can be added and dropped with little overhead, one way to compute benefit($C_{ijk}$) and cost($C_{ijk}$) is to force $C_{ijk}$ to be used for some time and see how it performs. Alternatively, benefit($C_{ijk}$) and cost($C_{ijk}$) can be estimated from online estimates of the corresponding $d_{ij}$, $c_{ij}$, $\text{probe}_\text{cost}(C_{ijk})$, $\text{update}_\text{cost}(C_{ijk})$, and $\text{miss}_\text{prob}(C_{ijk})$. Our implementation of A-Caching currently uses the second technique because online estimation of these parameters can be combined with that for adaptive join ordering, as described next.

From the equations for benefit($C_{ijk}$) and cost($C_{ijk}$) in Section 5.5.1, it follows that they can be estimated from online estimates of the appropriate $d_{ij}$, $c_{ij}$, $\text{probe}_\text{cost}(C_{ijk})$, $\text{update}_\text{cost}(C_{ijk})$, and $\text{miss}_\text{prob}(C_{ijk})$. We discuss each of these in turn:

- $d_{ij}, c_{ij}$: To maintain online estimates of $d_{ij}$ and $c_{ij}$, we profile the complete processing of a fraction of tuples entering the $i$th pipeline, similar to the profiling for A-Greedy as described in Section 4.3.1 in Chapter 4. Before we start to process a tuple $r \in R_i$ using its pipeline $\Join_{i_1}, \ldots, \Join_{i_{n-1}}$, we will choose to profile it with a probability $p_i$. If we choose to profile $r$, then as $r$ and the intermediate tuples generated by it are processed by $\Join_{i_1}, \ldots, \Join_{i_{n-1}}$, we maintain two values $\delta_j$ and $\tau_j$ per join operator $\Join_{i_j}$. $\delta_j$ is the number of tuples processed by $\Join_{i_j}$ as part of the processing for $r$, and $\tau_j$ is the corresponding processing time spent in $\Join_{i_j}$. Furthermore, we will not use any caches in this pipeline throughout the processing of $r$. Once the processing of $r$ is complete, we insert $\delta_j$ and $\tau_j$ respectively into sliding windows that maintain the last $W$ observations in each case. (Recall from Table 5.1 that our estimate for any statistic is the average of the corresponding $W$ most recent observations.) We use the sum of values in these windows, denoted $\text{sum}(\delta_j)$ and $\text{sum}(\tau_j)$, to estimate $d_{ij}$ and $c_{ij}$ as: $d_{ij} = \text{rate}(R_i) \times \text{sum}(\delta_j)/W; c_{ij} = \text{sum}(\tau_j)/\text{sum}(\delta_j)$. Note that we measure processing costs in terms of processing time. $\text{rate}(R_i)$ is the number of $R_i$ tuples processed per unit time, which is maintained in a straightforward manner.

- $\text{probe}_\text{cost}(C_{ijk}), \text{update}_\text{cost}(C_{ijk})$: Based on our cache implementation described in Section 5.4.1, we can derive expressions for $\text{probe}_\text{cost}(C_{ijk})$ and $\text{update}_\text{cost}(C_{ijk})$ in terms of the cache key size, which is constant, and the average number of tuples.
in a cached entry. The details are straightforward. The average number of tuples in a $C_{ijk}$ entry is $d_{i,k+1}/d_{ij}$.

- $\text{miss\_prob}(C_{ijk})$: When $C_{ijk}$ is being used, $\text{miss\_prob}(C_{ijk})$ can be observed directly. When $C_{ijk}$ is not being used and we need to estimate $\text{miss\_prob}(C_{ijk})$, we place a CacheLookup operator $L$ just before $\bowtie_{i,j}$ so that $L$ can see the complete stream of tuples processed by $\bowtie_{i,j}$. For each nonoverlapping window of $W_d$ tuples in this stream, $L$ hashes each tuple on $K_{ijk}$ into a Bloom filter $[24]$ with $\alpha W_d$, $\alpha \geq 1$, bits before forwarding the tuple. If $b$ bits in the bloom filter are set after a sequence of $W_d$ tuples have been processed, then an estimate of $\text{miss\_prob}(C_{ijk})$ is $b/W_d$. Intuitively, $b$ distinct keys are present among the $W_d$ tuples, and each distinct key will cause a cache miss when it appears for the first time after which it will be cached. As usual, we maintain the last $W$ such observations, and our online estimate of $\text{miss\_prob}(C_{ijk})$ is the average of these $W$ observations.

### 5.5.4 Offline Cache Selection Algorithm

Because of the prefix invariant, if two candidate caches in a pipeline overlap, then one of them is a superset of the other. Thus, overlapping caches in a pipeline have a hierarchical relationship, and they can be organized into a tree with each cache $C$ having as its parent the smallest candidate cache in the pipeline that is a strict superset of $C$.

**Example 5.5.1** Consider a six-way equi-join $R_1 \bowtie R_2 \bowtie \cdots \bowtie R_6$ on attribute $A$. Suppose the pipelines are ordered as follows:

1. $\Delta R_1$’s pipeline has the order $R_2, R_3, R_4, R_5, R_6$
2. $\Delta R_2$’s pipeline has the order $R_1, R_3, R_5, R_4, R_6$
3. $\Delta R_3$’s pipeline has the order $R_2, R_1, R_4, R_5, R_6$
4. $\Delta R_4$’s pipeline has the order $R_5, R_1, R_2, R_3, R_6$
5. $\Delta R_5$’s pipeline has the order $R_4, R_2, R_3, R_1, R_6$
6. $\Delta R_6$’s pipeline has the order $R_2, R_1, R_4, R_5, R_3$
The prefix property holds for \( \{R_1, R_2\}, \{R_4, R_5\}, \{R_1, R_2, R_3\}, \) and \( \{R_1, R_2, R_3, R_4, R_5\} \), which together give rise to the set of candidate caches with at least one join. For example, there are two candidate caches in \( \Delta R_4 \)'s pipeline—one corresponding to the \( R_1, R_2 \) segment and the other corresponding to the overlapping \( R_1, R_2, R_3 \) segment—which can be organized into the tree in Figure 5.8(a). Similarly, there are three candidate caches in \( \Delta R_6 \)'s pipeline, which can be organized into the tree in Figure 5.8(b).

The following theorem states that the optimal set of nonoverlapping candidate caches can be chosen for a single pipeline in linear time.

**Theorem 5.5.1** Given \( m \) candidate caches on a single pipeline, the nonoverlapping subset \( X \) that maximizes \( \sum_{C \in X} \text{benefit}(C) - \text{cost}(C) \) can be found in \( O(m) \) time.

**Proof:** Since the caches are on the same pipeline, they can be organized into a forest where each tree corresponds to a maximal overlapping subset of caches. The union of the optimal solutions over all trees in this forest gives the optimal solution for the forest. Within a tree, we compute the optimal solution recursively. We traverse the tree bottom-up and derive the optimal set of caches for each subtree \( T \) rooted at a cache \( C \). The optimal solution for \( T \) is either \( C \) or the union of optimal solutions for \( C \)'s children. This algorithm is \( O(m) \).

The maximum number of candidate caches in a single pipeline is linear in the number of joining windows \( n \), so the above algorithm is \( O(n) \). Unfortunately, Theorem 5.5.1 does not extend to candidate caches in multiple pipelines because caches can be *shared* across pipelines.
Definition 5.5.1 (Shared Caches) Candidate caches $C_{ijk}$ and $C_{pqr}$ in different pipelines ($i \neq p$) are shared caches if $R_{ij}, \ldots, R_{ik}$ is some permutation of $R_{pq}, \ldots, R_{pr}$ and $K_{ijk} = K_{pqr}$.

That is, two caches are shared if they cache the same join and have the same key. Sharing is not restricted to pairs of caches—we can have larger groups of shared caches.

Example 5.5.2 Consider the six-way equi-join $R_1 \bowtie R_2 \bowtie \cdots \bowtie R_6$ from Example 5.5.1. The candidate cache corresponding to $R_1, R_2$ is shared in the pipelines for $\Delta R_3$, $\Delta R_4$, and $\Delta R_6$. The candidate cache corresponding to $R_1, R_2, R_3$ is shared in the pipelines for $\Delta R_4$ and $\Delta R_5$. Note that the key for each cache is attribute $A$, which is equated across all windows in the join.

The obvious advantage of using shared caches is that their maintenance costs can be shared. The total benefit of using a group of shared caches is the sum of their individual benefits, but the total cost is simply the cost of a single cache. Thus, from the perspective of a single cache, it is always advantageous to use it in multiple pipelines so that the benefits add up while the cost is fixed. However, the combination of sharing and the need to choose nonoverlapping caches makes the offline cache selection problem NP-Hard. The proof of the following theorem is given in Reference [89].

Theorem 5.5.2 Given $m$ candidate caches not all on the same pipeline, finding the nonoverlapping subset $X$ that maximizes $\sum_{C \in X} \text{benefit}(C) - \text{cost}(C)$ is NP-Hard. However, if there are no shared caches, then the optimal solution can be found in $O(m)$ time.

Our objective of picking the optimal nonoverlapping subset $X$ of candidate caches that maximizes $\sum_{C \in X} \text{benefit}(C) - \text{cost}(C)$ can be stated alternatively as picking the subset that minimizes $\sum_{C \in X} \text{proc}(C) + \text{cost}(C)$, where $\text{proc}(C_{ijk})$ is the average cost per unit time of using $C_{ijk}$ in $\Delta R_i$’s pipeline. Note that $\text{proc}(C_{ijk})$ does not include the cost of maintaining $C_{ijk}$ on updates to $R_{ij}, \ldots, R_{ik}$. From Section 5.5.1:

$$\text{proc}(C_{ijk}) = d_{ij} \times \text{probe\_cost}(C_{ijk}) + \text{miss\_prob}(C_{ijk})$$

$$\times (\sum_{l=j}^{k} d_{il} c_{il} + d_{i,k+1} \times \text{update\_cost}(C_{ijk}))$$
In this alternative formulation, in addition to the set of candidate caches, we treat each operator $\Join_{ij}$ as a cache of zero length with $cost(\Join_{ij}) = 0$ and $proc(\Join_{ij}) = d_{ij}c_{ij}$. We can state the following theorem in terms of this formulation. The proof and algorithms are given in Reference [89].

**Theorem 5.5.3** There exists a greedy polynomial-time algorithm for finding the nonoverlapping subset $X$ minimizing $\sum_{C \in X} proc(C) + cost(C)$ that gives an $O(\log n)$ approximation, where $n$ is the number of joining windows. Furthermore, there exists a randomized polynomial-time algorithm that is also an $O(\log n)$ approximation.

Our offline cache selection algorithm is the optimal recursive algorithm if there are no shared candidate caches, otherwise it is the greedy approximation algorithm from Theorem 5.5.3. While the total number of candidate caches $m = O(n^2)$, our experiments indicate that the overhead of exhaustively searching over the $2^m$ possible combinations of the candidate caches is typically negligible for $n \leq 6$, even in an adaptive setting.

### 5.5.5 Adaptive Cache Selection Algorithm

For presentation, we first describe a simplified version of our adaptive algorithm. We then identify the inefficiencies in this simplified version and describe how we address them. Recall that the goal of the adaptive algorithm is to ensure that the optimal nonoverlapping subset of candidate caches is being used as conditions change. A candidate cache $C$ is in one of three states at any point in time:

- **Used**: $C$ is being used in join processing as described in Section 5.4.
- **Profiled**: Although $C$ is not being used in join processing, we want to estimate $benefit(C)$ and $cost(C)$ if it were it to be used. The estimation is performed as described in Section 5.5.3.
- **Unused**: $C$ is neither being profiled nor chosen for use by our adaptive algorithm.

Figure 5.9 illustrates our complete adaptive cache selection algorithm in terms of how it manipulates the states of candidate caches. We begin by describing the simplified version of this algorithm:
1. All candidate caches start out in the profiled state.

2. We proceed with regular join processing until each profiled cache has collected at least $W$ observations for each estimated statistic. Recall from Section 5.5.3 that our online estimate of any statistic is the average over the $W$ most recent observations.

3. We run our offline cache selection algorithm to choose the optimal set of caches to use among the profiled caches. The chosen caches are moved to the used state and the rest to the unused state. No new data updates are processed during this step. Each used cache is empty initially and populated incrementally as join processing continues.

4. After a re-optimization interval $I$, we move all candidate caches back to the profiled state and repeat Steps 2 and 3. The interval $I$ can be specified in terms of time or number of tuples processed, and is typically much larger than the interval required to collect $W$ observations for each estimated statistic.

5. If the ordering of join operators in a pipeline is changed at any point by the join ordering algorithm, we remove all caches used in that pipeline, recompute its candidate
caches, and start each new candidate cache in the profiled state. These caches will be considered for placement in the next re-optimization step.

Next we point out the inefficiencies in the simplified version and how we address them.

a. The simplified algorithm does not react to changes within the re-optimization interval $I$. This problem is fundamentally hard to solve because faster adaptivity requires higher run-time profiling overhead [18, 30]. A complete solution to this problem falls in the realm of adapting adaptivity [30], which is beyond the scope of this thesis. Our current approach is to react immediately to changes that make a used cache inefficient, but react gradually (at the next re-optimization step) to changes that make an unused cache useful. We monitor $\text{benefit}(C) - \text{cost}(C)$ continuously for all used caches, which can be done with little overhead, and move $C$ immediately to the unused state if the difference becomes negative.

b. During re-optimization, the simplified algorithm always moves a used cache $C$ to the profiled state to estimate its benefit and cost. In reality, we need move $C$ only if it has an unused subset cache $C'$ because $C'$ cannot be profiled if $C$ is being used. Specifically, if $C$ is in the used state, then we cannot access the full probe stream for $C'$, which is required to estimate $\text{miss.prob}(C')$.

c. Even if statistics are stable, the simplified algorithm periodically invokes the offline algorithm. We reduce this overhead by invoking the offline algorithm only when the benefit or cost of at least one used or profiled cache has changed beyond a certain percentage. Our experiments indicate that a value of $p = 20\%$ is very effective at reducing run-time overhead without affecting adaptivity significantly.

### 5.5.6 Implementation of Adaptive Caching in STREAM

The full A-Caching algorithm has been implemented in the STREAM prototype. The basic approach used to implement this algorithm is similar to that used to implement A-Greedy and its variants for pipelined filters. Recall from Section 4.7 in Chapter 4 that we incorporated A-Greedy and its variants into STREAM’s `select` operator which processes
pipelined filters. In a similar fashion, we incorporated both A-Greedy and A-Caching into STREAM's \texttt{mjoin} operator. A-Greedy is used to order the join operators adaptively in the \texttt{mjoin} pipelines, while A-Caching is used to place caches adaptively in these pipelines.

Like the \texttt{select} operator, the \texttt{mjoin} operator is implemented as a combination of three interacting components: an Executor, a Profiler, and a Re-optimizer. These components of \texttt{mjoin} implement the functionality of the corresponding components of both A-Greedy and A-Caching. A-Greedy was incorporated into \texttt{mjoin}'s components in the same fashion as done for the \texttt{select} operator, which is illustrated in Figure 4.10 in Chapter 4. This implementation was possible because our extension of A-Greedy for windowed stream joins maps join operators to filters; recall Section 5.2.

In the rest of this section we describe how A-Caching was incorporated into the \texttt{mjoin} operator, as illustrated in Figure 5.10. \texttt{mjoin}'s Profiler collects estimates of the statistics of profiled and used caches at the beginning of each re-optimization interval. As explained in Section 5.5.3, these statistics for a cache $C_{ijk}$ include the corresponding $d_{ij}$, $c_{ij}$, $\text{probe\_cost}(C_{ijk})$, $\text{update\_cost}(C_{ijk})$, and $\text{miss\_prob}(C_{ijk})$. After $W$ observations are collected for all of these statistics, the benefit and cost of each candidate cache is computed.

Once the benefit and cost of each candidate cache is computed at the beginning of a re-optimization interval, \texttt{mjoin}'s Re-optimizer first checks whether any of these values have changed from their previous value by more than a certain percentage. (Recall from Section 5.5.5 that our default value for this threshold is 20\%.) If such a change has happened, then the Re-optimizer invokes the offline cache selection algorithm as a subroutine to compute the set of caches to use during the current re-optimization interval. \texttt{mjoin}'s Executor then starts using these caches in the join pipelines. The Profiler continues to track benefits and costs of used caches. If the benefit of a used cache falls below its cost, then the Executor stops using this cache.

### 5.6 Adaptive Memory Allocation to Caches

Since the memory in a DSMS must be partitioned among all active continuous queries [29, 88], it may be that we do not have sufficient memory to store all caches selected by our cache selection algorithm. Continuing with our modular approach, we first select caches assuming infinite memory, then allocate pages of memory dynamically to the chosen caches.
so that we can adapt to changes in the amount of memory available. We use a greedy allocation scheme based on the priority of a cache $C$, which is defined as the ratio of $benefit(C) - cost(C)$ to the expected memory requirement of $C$. Intuitively, the priority of a cache is its net benefit per unit memory used. The cache memory requirement is the product of the expected number of entries in the cache and the expected size of each cache entry, both of which are estimated before $C$ is used (Section 5.5.3).

Once the offline cache selection algorithm chooses the set of caches to use at the beginning of each re-optimization interval, we compute the priorities of the chosen caches. An $mjoin$ operator in STREAM is initially given a fixed-size pool of memory which the operator then allocates dynamically to the chosen caches based on their priorities. If a cache $C$ needs an additional page of memory, then the $mjoin$ checks whether it can get an unallocated page from the memory pool or deallocate a page from a cache with lower priority than $C$. If so, the obtained page is allocated to $C$. Otherwise, $C$ continues operating with the current amount of memory allocated to it.
5.7 Globally-Consistent Caches

The biggest simplification of A-Caching as described so far is that it restricts candidate caches to those that satisfy the prefix invariant. We address this drawback by relaxing the consistency invariant to create a larger space of candidate caches—called globally-consistent caches—to choose from. The following example illustrates the basic idea of globally-consistent caches.

Example 5.7.1 Let the pipelines for a six-way join \( R_1 \bowtie R_2 \bowtie \cdots \bowtie R_6 \) be as given in Example 5.5.1, except suppose \( \Delta R_6 \)’s pipeline is now \( R_2, R_3, R_4, R_5, R_1 \). Suppose we want to cache \( R_2 \bowtie R_3 \) in \( R_6 \)’s pipeline. \( R_2, R_3 \) does not satisfy the prefix invariant because updates to \( R_2 \bowtie R_3 \) when \( R_2 \) changes are not computed as part of regular join processing. However, \( R_1, R_2, R_3 \) satisfies the prefix invariant. Therefore, if we were to cache \( (R_2 \bowtie R_3) \bowtie R_1 \) instead of \( R_2 \bowtie R_3 \), then all updates to this cache will be computed as part of regular join processing. Informally, \( (R_2 \bowtie R_3) \bowtie R_1 \) contains the subset of tuples in the \( R_2 \bowtie R_3 \) join subresult which have a joining tuple in \( R_1 \).

Globally-consistent caches cache joins of the form \( X \bowtie Y \), where \( X \) and \( Y \) are joins of disjoint subsets of \( R_1, \ldots, R_n \), and \( X \cup Y \) satisfies the prefix invariant. These caches satisfy the global-consistency invariant, which generalizes the consistency invariant.

Definition 5.7.1 (Global-Consistency Invariant) Cache \( C_{ijk} \) satisfies the global-consistency invariant if for all \( (u, v) \in C_{ijk} \), \( \sigma_{K_{ijk}=u}(R_{ij} \bowtie \cdots \bowtie R_{ik}) \bowtie (R_i \bowtie R_{i1} \bowtie \cdots \bowtie R_{ij-1} \bowtie R_{ik} \bowtie \cdots \bowtie R_{in}) \subseteq v \subseteq \sigma_{K_{ijk}=u}(R_{ij} \bowtie \cdots \bowtie R_{ik}) \).

Globally-consistent caches \( X \bowtie Y \) actually capture a spectrum. Our original caches are at one end of this spectrum, where no windows are in \( Y \). At the other end are caches where \( X \cup Y = \{R_1, \ldots, R_n\} \), which can be used irrespective of the join ordering since the prefix invariant always holds for \( R_1, \ldots, R_n \). In other words, we can always use a globally-consistent cache \( C_{ijk} \) based on \( X \bowtie Y \) where \( X = R_{ij} \bowtie \cdots \bowtie R_{ik} \) and \( Y \) is the join of all windows not in \( X \).

The use, maintenance, and online estimation algorithms for globally-consistent caches are similar to those outlined in Section 5.4. However, with globally-consistent caches, the
offline cache selection problem becomes as hard as the NP-Hard independent set problem which cannot be approximated efficiently [67]. Without a good approximation algorithm, we must resort to exhaustive search, with pruning heuristics for efficiency. Our approach, described next, is to fix a maximum number $m$ of candidate caches and to use exhaustive search over the $2^m$ possible combinations.

Let $p$ be the number of caches that satisfy the prefix invariant. If $p \geq m$, then we ignore globally-consistent caches and use the cache selection algorithm from Section 5.5.4. If $p < m$, the $m$ caches we consider are:

1. the $p$ caches that satisfy the prefix invariant, and

2. $m - p$ additional caches: We start with up to $n$ globally-consistent caches $X \succ Y$ where $X$ is all but one window. Then, if we have not used up our quota, we add globally-consistent caches $X \succ Y$ where $X$ is all but two windows, and so on. When the quota is reached within one of the iterations, we select from that group of caches arbitrarily.

To incorporate globally-consistent caches into the $m$join operator in the STREAM prototype, we require two extensions to the implementation technique described in Section 5.5.6. First, the candidate caches now include all caches that satisfy the global-consistency invariant, which subsumes the set of caches that satisfy the prefix invariant. Second, the offline cache selection algorithm now is the algorithm that we described above.

5.8 Experimental Evaluation

In Section 5.5.6 we gave the details of how A-Caching was implemented in the STREAM prototype DSMS. We now present experimental results based on this implementation.

5.8.1 Experimental Setup

The algorithms we described in this chapter consider the adaptive processing of windowed stream join queries. Our basic experimental setup consists of two such queries:

- Our first query, denoted $R \bowtie S \bowtie T$, is a three-way windowed join of synthetic streams $R'(A)$, $S'(A, B)$, and $T'(B)$. This query is represented in CQL as:
Select *  
From $R'[W_1], S'[W_2], T'[W_3]$  
Where $R'.A = S'.A$ and $S'.B = T'.B$

Here, $W_1$, $W_2$, and $W_3$ represent tuple-based sliding windows over streams $R'$, $S'$, and $T'$ respectively. The sizes of these windows are set appropriately in our experiments to get desired join selectivities.

- Our second query, denoted $R_1 \bowtie R_2 \bowtie \cdots \bowtie R_n$, is an $n$-way windowed join of synthetic streams $S_1$–$S_n$. This query is represented in CQL as:

Select *  
From $S_1[W_1], S_2[W_2], \cdots, S_n[W_n]$  
Where $S_1.A = S_2.A$ and $S_2.A = S_3.A$ and $\cdots$ and $S_{n-1}.A = S_n.A$

$W_1$–$W_n$ represent tuple-based sliding windows over the streams $S_1$–$S_n$ respectively. Similar to our first query, the sizes of these windows are set appropriately in our experiments to get desired join selectivities.

In our experiments, these queries are processed by the STREAM system using query plans like the one shown in Figure 2.2 in Chapter 2. The joins in these plans are processed by MJoins with or without caching (the mjoin operator in STREAM), or by XJoins (the binary-join operator in STREAM).

We used a synthetic data generator to generate input streams with specified data characteristics and arrival rates for executing our queries. In our experiments we report the maximum load the system can handle with the chosen query plan, in terms of the number of tuples processed per second, for each of the algorithms that we analyze. We have verified in each case that the bottleneck operators in the plan under peak load are the join operators. In our experiments, the join operators usually account for more than 95% of the total execution time among all plan operators.

Stream arrival rates are uniform by default. All input tuples are 32 bytes long. Default values of the re-optimization interval $I$ (Section 5.5.5) and the window size $W$ (Section 5.5.3) are 2 seconds and 10 respectively. All joins use hash indexes by default to probe
the window synopses. All experiments were done on a 700 MHz Linux machine with 1024 KB processor cache and 2 GB memory. 95% confidence intervals are shown for measured values in the graphs in this chapter.

### 5.8.2 Summary of Experimental Results

The goals of our experimental study were to understand (i) how caches affect performance in MJoin pipelines, and (ii) the behavior of A-Caching with respect to the convergence properties, run-time overhead, and speed of adaptivity metrics. We summarize the results:

1. For a wide range of values of input parameters, e.g., join selectivity and stream arrival rate, caches improve MJoin performance significantly; up to 90% in some cases.

2. We studied the performance of four different algorithms for windowed stream joins under stable conditions: (i) MJoins (M), (ii) XJoins (X), (iii) A-Caching using prefix-invariant caches (P) (Section 5.5), and (iv) A-Caching using globally-consistent caches (G) (Section 5.7). We found that $X$, $P$, and $G$ almost always outperform $M$. Furthermore, there are scenarios where $X$ outperforms $P$ significantly, and others where $G$ outperforms $X$ significantly.

3. When input conditions change, e.g., the rate of arrival of a stream increases abruptly, A-Caching adapts to the new conditions without any significant pause in throughput.

4. As expected, the performance of MJoins with A-Caching changes in a relatively smooth fashion when the memory for storing join subresults is increased or decreased. On the other hand, regular MJoins cannot make use of any such memory, while XJoins cannot execute unless some minimum amount of memory is available.

### 5.8.3 Performance of Caching

We begin by considering the performance of caching in MJoin pipelines with respect to a variety of input parameters such as join selectivity and stream rate. For all experiments in this section, we show an absolute graph and a relative graph. The absolute graph shows the average tuple-processing rates (average number of tuples processed per second) of the best plan with caches and the best MJoin plan without caches. The relative graph shows the ratio
of the average tuple-processing rate of MJoin to that of the plan with caches. For example, a \( y \) value of 0.6 on the relative graph means that if the plan with caches processes \( Y \) tuples per second, then the underlying MJoin processes \( 0.6Y \) tuples per second. Note that these numbers capture all types of overheads as well, including profiling and re-optimization overhead. Most experiments in this section use the \( R \bowtie S \bowtie T \) query. The join attributes \( R.A, S.A, S.B, \) and \( T.B \) draw values from the same domain in the same order. The multiplicity of these values is 1 in \( R \) and \( S \) and a variable \( r \) in \( T \) (default \( r = 5 \)), and the rate of \( \Delta T \) correspondsingly is \( r \) times that of \( \Delta R \) and \( \Delta S \). Globally-consistent caches were not used in the experiments reported here, but their performance is similar. Globally-consistent caches are considered later in this section.

Figures 5.11 and 5.12 compare plans with caching against MJoins when we vary the cache hit probability. These plans are similar to Figures 5.7 (plan with caches) and 5.2(a) (MJoin). There is only one candidate cache, which we force to be chosen. This cache is probed using \( T.B \), so by varying the multiplicity of \( T.B \) we vary the cache hit probability. As the hit probability increases, using the cache becomes significantly better than the best MJoin. Interestingly, using the cache is better even when all multiplicities are one. Because we are using sliding windows, every inserted tuple in the input stream subsequently appears
as a deleted tuple. Because of this property, we have at least one opportunity for a cache hit per distinct tuple.

Figures 5.13 and 5.14 vary join selectivity (or multiplicity) in $\Delta T$’s pipeline, that is, the number of $R \bowtie S$ tuples joining with $\Delta T$ tuples. Notice that caching improves performance over the entire join selectivity range. The relative improvement is least when
selectivities are close to 1, which is explained by the two opposing effects at work: As join selectivity increases, each cache hit saves more work, but each cache miss requires more work to update the cache.

Figures 5.15 and 5.16 vary the ratio of the cache update rate to the cache probe rate. Once again, we force the one candidate cache to be used. As expected, the performance
of caching deteriorates with a higher update rate. However, the update cost of the cache is low with respect to the work saved per cache hit, so using the cache is better even when the update rate is higher than the probe rate.

Figures 5.17 and 5.18 consider the $n$-way join $R_1 \bowtie R_2 \bowtie \cdots \bowtie R_n$, varying $n$. The multiplicity of the join attributes is 1 for $\left\lfloor \frac{n}{2} \right\rfloor$ of the streams and 5 for the others. Notice
that the improved join performance using caches is maintained throughout the range. As an example, the 7-way join used 6 caches out of 15 available candidate caches.

In Figures 5.19 and 5.20, we consider varying join costs. Returning to the three-way join query, we drop the hash index on $S.B$ so that the join with $S$ in $\Delta T$'s pipeline is forced to use a nested-loop join. The join cost is then proportional to the number of tuples in (the
window) $S$, which is varied in Figures 5.19 and 5.20. As expected, the relative performance of caching improves significantly with increasing join cost.

## 5.8.4 Performance of Plans for Windowed Stream Joins

We experimented extensively with different input stream characteristics, namely, update rates and join selectivities, to study the performance of the four different types of plans that we consider: (i) MJoins, (ii) XJoins, (iii) Caching-based plans from Section 5.5 satisfying the prefix invariant, and (iv) Caching-based plans from Section 5.7 which may include globally-consistent caches. Figure 5.21 summarizes eight of our experiments to illustrate the trends that we observed, described below.

Our experiments used the 4-way join $R_1 \bowtie R_2 \bowtie \cdots \bowtie R_4$. Update rates and join selectivities were varied in our experiments. Figure 5.21 shows plan performance for eight sample points $D_1$–$D_8$ from this spectrum of input characteristics. The relative stream arrival rates and pairwise join selectivities at these sample points are shown in Table 5.2. As usual, the numbers in Figure 5.21 represent the maximum input load the system can handle in each case, so they include all types of overheads as well. For each point, we report the
Table 5.2: Relative stream arrival rates and pairwise join selectivities for the eight sample points in Figure 5.21. The stream arrival rates are relative to the rate of stream $T$.

<table>
<thead>
<tr>
<th>Sample Point</th>
<th>Arrival Rates</th>
<th>Pairwise Join Selectivities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R$</td>
<td>$S$</td>
</tr>
<tr>
<td>$D_1$</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>$D_2$</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>$D_3$</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>$D_4$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$D_5$</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>$D_6$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$D_7$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$D_8$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 5.21: Performance of join plans

performance of the best MJoin ($M$), the best XJoin ($X$), the best caching-based plan with the prefix invariant ($P$), and the best caching-based plan with globally-consistent caches ($G$). $M$ is chosen using the A-Greedy algorithm from Chapter 4, which is the adaptive join
ordering algorithm used in caching-based plans as well. $X$ is chosen by exhaustive search. For uniformity, both $P$ and $G$ are chosen by exhaustive search over the set of candidate caches, with $m = 6$ in the algorithm in Section 5.7. The overhead of optimization accounts for a negligible fraction of the total processing time in all cases in Figure 5.21. All plans were given as much memory as they required to maintain join subresults; memory constraints are considered in Section 5.8.5.

Our experiments showed the following trends:

1. $X$, $P$, and $G$ almost always outperform $M$; see $D_1$–$D_8$ in Figure 5.21. (The experiments in [42] seem to indicate a similar trend between $X$ and $M$ in Eddies.) This trend is aided by our efficient implementation of join subresult materialization and caching (Section 5.4.1), especially minimizing memory-to-memory copying and using a low-overhead cache management scheme.

2. $P$ usually significantly outperforms $M$, showing the benefit of adding caches to MJoins; see $D_1$–$D_8$.

3. There are cases where $X$ significantly outperforms $P$; see $D_1$, $D_2$, and $D_3$. The best MJoin ordering for the input characteristics in these experiments was such that the prefix invariant was not satisfied for one or more high-benefit caches. This problem is alleviated when our algorithm considers globally-consistent caches. That is, $G$ is almost always as good as $X$. When $X$, $P$, and $G$ all maintain the same join subresults, $X$ may be slightly better than $P$ and $G$ because a probe into a (fully materialized) join subresult in an XJoin never “misses”: If no joining tuples are found, then no joining tuples exist.

4. $G$ can significantly outperform $X$; see $D_2$, $D_3$, $D_4$, and $D_7$. Any XJoin for a 4-way join can materialize at most two join subresults, with at most one 3-way join subresult. $G$ removes this restriction by considering plans from the spectrum between MJoins and XJoins. $G$ outperforms $X$ at $D_2$, $D_3$, $D_4$, and $D_7$ by caching more than one 3-way join subresult.
5.8.5 Adapivity Experiments

Next we consider adapivity to changing input characteristics. We use the 3-way join query and consider the case where $\Delta R$ is bursty. The rate of $\Delta R$ during a burst is 20 times its normal rate. The re-optimization interval $I$ was set to 10,000 tuples.

In Figure 5.22 we consider three plans for the 3-way join query: a static plan, denoted $T \bowtie (R \bowtie S)$, which always uses a single $R \bowtie S$ cache in $T$’s pipeline, another static plan, denoted $R \bowtie (T \bowtie S)$, which always uses a $T \bowtie S$ cache in $\Delta R$’s pipeline, and our adaptive cache selection algorithm from Section 5.7. The $x$-axis in Figure 5.22 shows the progress of time in terms of the number of $\Delta S$ tuples that have arrived so far. The $y$-axis shows the current tuple-processing rate (average number of tuples processed per unit time). The initial stream characteristics correspond to our default experimental setup from Section 5.8.3, so that using the $R \bowtie S$ cache in $\Delta T$’s pipeline is optimal as evident from the performance of the static plan $T \bowtie (R \bowtie S)$. We see that our adaptive algorithm converges to this plan. Also note that the performance of our adaptive algorithm is almost equal to that of the static plan, indicating very low run-time overhead for adaptivity. A
burst in $\Delta R$ starts when $100,000 \Delta S$ tuples have arrived and continues through the rest of the run. As expected, $T \bowtie (R \bowtie S)$ performs poorly during the burst, while static $R \bowtie (T \bowtie S)$ becomes the high-performer. Our adaptive algorithm converges quickly to the new best plan which uses a globally-consistent $(T \bowtie S) \bowtie R$ cache in $\Delta R$’s pipeline.

Figure 5.23 shows how our caching-based plans adapt smoothly to the amount of memory available for storing join subresults. This experiment used the same setup as in point $D_S$ in Figure 5.21 (Section 5.8.4), except now we vary on the $x$-axis the amount of memory available for storing join subresults. MJoins are insensitive to extra memory since they do not store join subresults. For the input that we used, any XJoin should require at least 25.6 KB of memory to store its join subresults, so the region before $x = 25.6$ KB is infeasible for XJoins. The XJoin curve following this infeasible region should actually be a step function, with the steps corresponding to optimal plans for different memory availability. Since our XJoin optimizer does not take the amount of memory available as a parameter, Figure 5.23 reports only the best XJoin, which requires roughly 32 KB memory to store its join subresults in our system.
5.9 Related Work

Although multiway windowed stream joins have received a great deal of attention recently [18, 56, 114], no previous work has considered adaptive caching in this environment to the best of our knowledge. Reference [114] studies the advantages of MJoins over XJoins. Reference [56] considers lazy window maintenance, [11] considers plan selection under resource constraints, and [121] considers plan switching between XJoins.

Reference [42] shows the performance benefits of XJoins (STAIRs) over MJoins (SteMs [94]) in Eddies [10], and studies the interaction between join subresults and adaptivity. Reference [42] does not consider caching or the spectrum between MJoins and XJoins.

Caches are used widely in database systems, e.g., to avoid recomputing expensive predicates [65], as join indexes [119], view indexes [97], and view caches [98] to balance update costs and query speedup, and to make views self-maintainable [93]. Previous cache selection algorithms do not address one or more issues relevant in the context of data streams, such as adaptivity, plan switching, cache sharing, and ease of collecting statistics during query execution. Previous work on optimizing incremental view maintenance plans [80, 96, 115] does not consider the spectrum between MJoins and XJoins, and is non-adaptive.

5.10 Conclusion

In this chapter we showed how the A-Greedy algorithm for pipelined filters can handle adaptive ordering of join operators in MJoins for windowed stream joins. However, MJoins may not be the most efficient way of processing windowed stream joins under all scenarios. We proposed the A-Caching algorithm that addresses this problem by placing subresult caches adaptively in MJoin pipelines, improving overall performance and adaptivity over both MJoins and XJoins.

Our experiments indicate the importance of considering the spectrum between stateless MJoins and cache-rich XJoins, and adapting as stream and system conditions change. Caches improve the performance of MJoins significantly for a wide range of values of input parameters such as join selectivity and stream arrival rate; up to 90% as shown in Figure 5.20. A-Caching using globally-consistent caches outperforms both MJoins and
XJoins significantly in many cases, and was never found to be worse than optimal by a large margin; see Figure 5.21. A-Caching enables MJoins to adapt quickly and smoothly to changes in input stream characteristics, e.g., to bursty stream arrival (Figure 5.22), and to changes in system conditions, e.g., to the amount of memory available for storing join subresults (Figure 5.23).

The three-way tradeoff among the convergence properties, run-time overhead, and speed of adaptivity metrics does apply in the case of windowed stream joins, although the effect is not as evident as it was for pipelined filters in Chapter 4. For example, as we go from MJoins without caches to A-Caching using prefix-invariant caches to A-Caching using globally-consistent caches, the quality of plans produced under stable conditions improves significantly. However, the run-time overhead increases considerably, while the speed of adaptivity is little affected.
Chapter 6

Exploiting k-Constraints to Reduce Memory Overhead for Windowed Stream Joins

In the previous chapter we considered query execution plans for multiway windowed stream joins. These plans often have large memory requirements because they need to maintain a significant amount of run-time state. For example, all the plans we considered for windowed stream joins in the previous chapter—MJoins with and without subresult caches, and XJoins—need to store all tuples in the current windows over the streams. Unless the windows are stored and maintained completely at all points in time, these plans cannot guarantee correct join results. If tuples arrive rapidly in the input streams, then these windows can potentially get very large in size, leading to large memory requirements. For example, if a stream of 32-byte packet headers arrives at the rate of $10^5$ tuples per second into a 10-minute window, then the average window size would be almost 2 gigabytes.

However, streams in real applications often exhibit certain data and arrival patterns, which we refer to as constraints. For example, as we saw in the network monitoring application in Chapter 1, tuples in different streams that match in a join may usually arrive close together in time. The same application also had multiple instances of many-one join constraints, where a tuple in a stream joins with at most one tuple in another stream. In this chapter we show how such constraints can be exploited to reduce considerably run-time
state in windowed stream join plans, without compromising the accuracy of the join result. We discuss various types of stream-based constraints and show how such constraints can be detected and exploited in a DSMS.

It is unrealistic to expect constraints to be satisfied precisely in a data streams environment, e.g., due to variability in data generation, network load, and scheduling. But streams may frequently come close to satisfying constraints, and we want to capture and take advantage of these situations. Therefore, we consider \( k \)-constraints, where \( k \) is an adherence parameter specifying how closely a stream adheres to the constraint. \( k = 0 \) denotes the strict version of the constraint. (Smaller \( k \)'s are closer to strict adherence and offer better state reduction.) For example, strict referential integrity on a many-one join from stream \( S_1 \) to stream \( S_2 \) requires that each tuple \( s_2 \in S_2 \) must arrive before any tuple \( s_1 \in S_1 \) that joins with \( s_2 \). The relaxed \( k \)-constraint version only requires \( s_2 \) to arrive within \( k \) tuple arrivals on \( S_2 \) after \( s_1 \) arrives. In the join from stream \( C \) to stream \( B \) in our example network monitoring query from Section 1.3 in Chapter 1, a referential integrity constraint holds with \( k = d_{cb} \cdot \text{rate}(B) \). Recall that \( d_{cb} \) is the latency bound between links \( C \) and \( B \), and \( \text{rate}(B) \) is the arrival rate of stream \( B \).

As we described in Chapter 2, operators in STREAM query plans process input tuples in nondecreasing order of timestamp. Therefore, input streams from external sources are processed first by STREAM’s input manager to reorder tuples that are not in timestamp order (recall Section 2.2.5 in Chapter 2). The algorithms for reordering are based on stream properties like the degree of out-of-order arrival within a stream and the timestamp skew in the arrival of different streams. These stream properties are effectively \( k \)-constraints. The query processor uses \( k \)-constraints to reduce run-time state in plans for windowed stream joins, while the input manager uses similar stream properties to put tuples in timestamp order; a full comparison between the two approaches is given in Section 6.1.4.

Adherence of streams to constraints can change during the lifetime of long-running continuous queries. For example, if \( \text{rate}(B) \) increases in our network monitoring example, then \( k \) will increase for the referential integrity constraint on the join from \( C \) to \( B \). To address this challenge, we propose a query processing architecture called \( k \)-Mon. \( k \)-Mon can detect useful \( k \)-constraints automatically in streams and exploit these constraints to reduce run-time state in plans for windowed stream joins. Furthermore, \( k \)-Mon can
adapt to changes in stream constraints while join queries are running. Like the A-Greedy and A-Caching algorithms described in the preceding chapters, \( k \)-Mon follows the generic StreaMon framework from Chapter 3 for adaptive query processing. We describe how \( k \)-Mon instantiates the Executor, Profiler, and Re-optimizer components of StreaMon. We also report a thorough experimental evaluation of \( k \)-Mon, showing dramatic state reduction in windowed stream join plans, while only modest computational overhead is incurred for the constraint monitoring and query execution algorithms.

This chapter proceeds as follows. Section 6.1 illustrates the problem of detecting and exploiting stream constraints to reduce run-time state in query plans. Section 6.2 establishes notation and definitions for this chapter. Section 6.3 describes our basic query execution algorithm. Section 6.4 gives an overview of our implementation of \( k \)-Mon in a prototype continuous query processor, while Section 6.5 describes our experimental setup. Sections 6.6–6.8 formalize the three specific \( k \)-constraint types we consider, incorporate them into our basic execution algorithm, present monitoring algorithms for them, and include experimental results for each \( k \)-constraint type. Section 6.9 measures the computational overhead of detecting and exploiting \( k \)-constraints during query processing. Section 6.10 summarizes our complete approach. Section 6.11 provides examples and experiments from the Linear Road Benchmark [6] for DSMSs. We discuss work related to \( k \)-constraints in Section 6.12, and conclude in Section 6.13.

### 6.1 Introduction

We begin with an example that illustrates the overall problem we consider in this chapter:

#### 6.1.1 Example

Consider the example network monitoring query from Section 1.3 in Chapter 1. This query tracks the total traffic from a customer network that went through a specific set of links in an ISP’s network within the last 10 minutes. The CQL representation of this query is reproduced here for convenience:

\[
\text{Select } \text{sum}(C.\text{size})
\]
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From 
C [Range 10 minutes], B [Range 10 minutes], O [Range 10 minutes]

Where 
C.pid = B.pid and B.pid = O.pid

This continuous query is a three-way windowed equi-join of streams C, B, and O on attribute pid. A 10-minute tuple-based sliding window is specified on each stream. The join result is aggregated continuously to compute the total common traffic across links C, B, and O in the last 10 minutes.

An MJoin-based plan to execute this query is shown in Figure 6.1. The run-time state maintained by this plan consists of the three synopses corresponding to the windows over the streams. In addition to the tuples in the windows, the synopses also contain indexes to enable the join operators to probe for joining tuples efficiently. Therefore, the total memory requirement for this plan is roughly the sum of the sizes of the three windows, plus some extra memory for the (hash) indexes on the windows. Assuming 10-byte tuples and tuple rates of $10^3$, $10^4$, and $10^3$ per second in streams C, B, and O respectively, the total memory requirement for the window synopses in Figure 6.1 is at least 72 MB, which is relatively high for a single query.

Recall from Section 1.3 in Chapter 1 that the streams in this application exhibit some interesting properties:

- The packets we are monitoring flow through link C to link B to link O. Thus, a tuple corresponding to a specific pid appears in stream C first, then a joining tuple may appear in stream B, and lastly in stream O.

- If the latency of the network between links C and B and between links B and O is bounded by $d_{cb}$ and $d_{bo}$ respectively, then a packet that flows through links C, B, and O will appear in stream B no later than $d_{cb}$ time units after it appears in stream C, and in stream O no later than $d_{bo}$ time units after it appears in stream B.

Both of these properties can be exploited to reduce the number of tuples that need to be stored in the windows at any point in time:

- When a tuple $t$ arrives in stream B and no joining tuple exists in the window on C, $t$ can be discarded immediately because a tuple in C joining with $t$ should have arrived before $t$. 
The query processor can discard a tuple \( t \) with timestamp \( ts \) from the window on \( C \) when a tuple with timestamp \( > ts + d_{cb} \) arrives on \( B \) and no tuple joining with \( t \) has arrived so far on \( B \).

Similar memory reductions can be applied to the windows on \( B \) and \( O \). By reducing the number of tuples that need to be stored in the windows at any point in time, the overall memory requirement for the window synopses in Figure 6.1 can be reduced significantly.

To appreciate the scale of memory reduction possible by exploiting the stream properties, let us assume that approximately 10% of the packets on link \( C \) go on to link \( B \), and independently 10% of the packets on \( B \) go on to \( O \). Then, the total memory requirement for the window synopses in Figure 6.1 can be reduced to around 0.18 MB if the input stream properties are detected and exploited; a reduction by two orders of magnitude.
6.1.2 Challenges in Exploiting Stream Properties

The example in the previous section illustrates how the memory requirement for a query plan can be reduced by orders of magnitude if input stream properties are exploited during query processing. Three challenges arise in this context:

1. The stream properties used in our example seem application-specific. Is there a set of properties that are useful across a wide variety of applications and continuous queries?

2. The query processor has little control over the data and arrival patterns of streams from external sources [14, 55].

3. Stream properties can change during the lifetime of a long-running continuous query [52, 83, 103]. For example, the latency bound $d_{cb}$ may change based on congestion in the network.

To address the first challenge we studied several data stream applications and identified a set of basic constraints that individually or in combination capture the majority of properties useful for memory reduction in continuous queries [102]. The basic constraints we identified are many-one joins, stream-based referential integrity, ordering, and clustering.

To address the second challenge we introduce the notion of $k$-constraints: $k \geq 0$ is an adherence parameter capturing the degree to which a stream or joining pair of streams adheres to the strict interpretation of the constraint. The constraint holds with its strict interpretation when $k = 0$. The concept of $k$-constraints is very important in the stream context since it is unreasonable to expect streams to satisfy stringent constraints at all times, e.g., due to variability in data generation, network load, and scheduling. But streams may frequently come close to satisfying constraints, and $k$-constraints enable us to capture and take advantage of these situations.

To address the third challenge we developed an architecture where the query processor continuously monitors input streams to detect potentially useful $k$-constraints. This approach adapts to changes in stream constraints and enables the query processor to give the best memory reduction based on the current set of constraints. It frees users and system
administrators from having to keep track of stream constraints, thereby improving system manageability. As we will see, only modest computational overhead is incurred for constraint monitoring and for constraint-aware query processing.

### 6.1.3 Overview of Stream Constraints

Next we informally describe in a bit more detail the constraint types and adherence parameters we consider. We continue considering the network monitoring application from Section 6.1.1 and give detailed examples of some $k$-constraints that arise in this setting. Section 6.11 provides more examples of $k$-constraints from the Linear Road Benchmark, a sensor-based application developed as a benchmark for data stream systems [4, 6].

**Ordered-Arrival Constraints**

Streams often arrive roughly in order according to one of their attributes, such as a time-related or a counter attribute [103]. We define an *ordered-arrival constraint* on a stream attribute $S.A$ with adherence parameter $k$, denoted $\text{OA}(k)$, as follows: For any tuple $s$ in stream $S$, all $S$ tuples that arrive at least $k + 1$ tuples after $s$ have an $A$ value $\geq s.A$. That is, any two tuples that arrive out of order are within $k$ tuples of each other. Note that $k = 0$ captures a strictly nondecreasing attribute.

**Example 6.1.1** Some routers on the network are usually configured to report traffic statistics for recently expired flows [90]. (Here a flow denotes the collection of packets sent in one TCP connection from a source to a destination.) A typical setting expires a flow and outputs a flow record when a “finish” packet arrives in the flow (voluntary closure) or when no packets arrive in the flow for a timeout interval of 15 seconds (forced closure). Consider the $\text{stop.time}$ attribute of the resulting flow record stream, which denotes the arrival time of the last packet in the flow. The values of this attribute are nondecreasing over voluntarily closed flows, but forced closures create a scrambling of $\text{stop.time}$ values in the stream as a whole. If the router reports at most $n$ flows every second to limit the bandwidth consumed by monitoring applications, any two $\text{stop.time}$ values that are out of order in the flow record stream will be at most $15n$ tuples apart, so the flow record stream satisfies $\text{OA}(15n)$ over the $\text{stop.time}$ attribute.
Clustered-Arrival Constraints

Even when stream tuples are not ordered, they may be roughly clustered on an attribute. For example, if we consider the union of streams $C$, $B$, and $O$ in our example network monitoring query, then all tuples for a particular $pid$ will be relatively close together in the stream. In the Linear Road Benchmark, the incoming sensor stream is approximately clustered on a combination of car and segment identifiers [6]; see Section 6.11.

We define a *clustered-arrival constraint* on stream attribute $S.A$ with adherence parameter $k$, denoted $CA(k)$, as follows: If two tuples in stream $S$ have the same value $v$ for $A$, then at most $k$ tuples with non-$v$ values for $A$ occur on $S$ between them.

**Example 6.1.2** An interesting continuous query in network monitoring, termed trajectory sampling, maintains a summary of routes taken by packets through the network [46]. To support this query, devices on links across the network sample packets continuously with the property that a packet chosen by any one device will be chosen by all other devices that observe the packet [46]. Consider the resulting merged stream of tuples with schema $(\text{pkt\_id}, \text{link\_id})$ sent by these devices. $\text{pkt\_id}$ is a unique identifier for a packet and $\text{link\_id}$ represents a link where the packet was observed [46]. If there are $m$ devices sampling at the rate of $s$ packets per second, and $d$ represents the maximum delay of packets through the network, then any two tuples in the stream with the same value of $\text{pkt\_id}$ are separated by no more than $m \times s \times d$ tuples with a different value of $\text{pkt\_id}$, creating a $CA(m \times s \times d)$ constraint on the $\text{pkt\_id}$ attribute.

Join Constraints

In our example network monitoring query from Section 6.1.1, the join between each pair of streams is a one-one join. One-one joins are a special case of many-one joins, which are very common in practice [102]. (As we will see in Section 6.11, most joins in the Linear Road Benchmark queries are many-one joins.) In this chapter we will assume that all joins in our queries are many-one joins. Our overall approach, theorems, and algorithms are fairly independent of this assumption, but the benefit of our algorithms is reduced in the presence of many-many joins.
An additional join constraint that we saw in the network monitoring application bounded the delay between the arrival of a tuple on one stream and the arrival of its joining tuple on the other stream. We define a referential integrity over data streams constraint on a many-one join from stream \( S_1 \) to stream \( S_2 \) with adherence parameter \( k \), denoted \( \text{RIDS}(k) \), as follows: For a tuple \( s_1 \in S_1 \) and its unique joining tuple \( s_2 \in S_2 \), \( s_2 \) will arrive within \( k \) tuple arrivals on \( S_2 \) after \( s_1 \) arrives. For the special case of \( k = 0 \) for this constraint, termed strict referential integrity, \( s_2 \) will always arrive before \( s_1 \).

**Example 6.1.3** If the amount of traffic destined to a peer ISP on a network link \( L \) exceeds a certain threshold, a network analyst might want to drill down into a sample of this traffic. A continuous query for this purpose joins two streams: \( S_1(\text{pkt_hdr}, \text{peer}_\text{id}, \text{interval}) \) and \( S_2(\text{peer}_\text{id}, \text{num}_\text{bytes}, \text{interval}) \). \( S_1 \) is a stream of packets sampled from \( L \) containing the packet header (\( \text{pkt_hdr} \)), the identifier of the destination peer ISP (\( \text{peer}_\text{id} \)), and the packet capture time on \( L \) at the granularity of 5-minute intervals (\( \text{interval} \)). \( S_2 \) is a stream of measurements containing the total observed traffic (\( \text{num}_\text{bytes} \)) on \( L \) destined to peer ISP (\( \text{peer}_\text{id} \)) for each 5-minute interval (\( \text{interval} \)). Clearly each packet on \( S_1 \) is destined to a unique peer and arrives at a unique 5-minute interval, making the equi-join from \( S_1 \) to \( S_2 \) a many-one join. Furthermore, if the number of peer ISPs is less than 25, ignoring the effects of computational and network latency for simplicity, the unique joining \( S_2 \) tuple of any tuple \( s_1 \in S_1 \) will have arrived within 25 \( S_2 \) tuples that arrive after \( s_1 \), providing the basis for a \( \text{RIDS}(k) \) constraint over the many-one join from \( S_1 \) to \( S_2 \).

Note that we have chosen to use tuple-based constraints in our work, but time-based constraints also can be used without affecting our basic approach. The details are beyond the scope of this thesis.

### 6.1.4 Using Stream Properties for Reordering Tuples

As discussed in Section 2.2.5 in Chapter 2, the STREAM system includes an input manager that reorders tuples that arrive out of timestamp order, by exploiting stream properties like the degree of out-of-order arrival within a stream and the timestamp skew in the arrival of
different streams. The techniques used by the input manager for reordering are not part of this thesis, and are described in [103]. In this section we describe how the stream properties and reordering techniques from [103] relate to our work on \( k \)-constraints. For clarity, we present a simplified version of the work in [103], while preserving all aspects of this work related to \( k \)-constraints.

The main stream property considered in [103] is an *interstream skew bound* that captures the lag between timestamps generated simultaneously by a pair of stream sources. Specifically, an interstream skew bound \( \delta_{ij} \) between the streams generated by sources \( \phi_i \) and \( \phi_j \) is interpreted as follows: if at a point in time \( t \), \( \phi_i \) generates a tuple with timestamp \( \tau \), then the tuples generated by \( \phi_j \) at any time \( > t \) will have timestamp \( > \tau - \delta_{ij} \). Intuitively, an interstream skew bound \( \delta_{ij} \) resembles a RIDS(\( k \)) constraint between the streams generated by \( \phi_i \) and \( \phi_j \), with timestamp as the join attribute. Note that while \( \delta_{ij} \) can hold only on attributes from ordered domains (e.g., timestamps), RIDS(\( k \)) can hold on attributes from both ordered and unordered domains.

A skew bound can also be a property of a single stream, thereby capturing by how much tuples in the stream can arrive out of timestamp order. An *intrastream skew bound* \( \delta_{ii} \) for the stream generated by a source \( \phi_i \) is interpreted as follows: if at a point in time \( t \), \( \phi_i \) generates a tuple with timestamp \( \tau \), then the tuples generated by \( \phi_i \) at any time \( > t \) will have timestamp \( > \tau - \delta_{ii} \). That is, the reordering of timestamps in the stream generated by \( S_i \) is bounded by \( \delta_{ii} \). Therefore, an intrastream skew bound is similar to an OA(\( k \)) constraint on the timestamp, which requires out of order tuples in the stream to be within \( k \) tuples of each other. There is no analogy in [103] to the CA(\( k \)) constraints used in this chapter.

The STREAM input manager’s basic technique for reordering involves buffering an incoming tuple with timestamp \( \tau \), and sending the tuple to the query processor only when it can be guaranteed that no buffered tuple or future incoming tuple will have a timestamp \( < \tau \). Skew bounds enable the input manager to provide such guarantees. For example, suppose the single input stream \( S \) to the DSMS has an intrastream skew bound \( \delta \). When a tuple \( s \in S \) arrives with timestamp \( \tau \), the input manager can guarantee that no future incoming tuple will have a timestamp \( < \tau - \delta \). At this point in time, all buffered tuples with timestamp \( < \tau - \delta \) can be sent to the query processor.
Our focus is on using \( k \)-constraints to reduce run-time state in plans for windowed stream joins. It turns out that our algorithm for using \( \text{OA}(k) \) constraints for state reduction generates guarantees on tuple arrival similar to those generated when skew bounds are used for reordering tuples. However, our algorithms for using \( \text{RIDS}(k) \) and \( \text{CA}(k) \) constraints do not have similar mappings to algorithms for reordering tuples.

Finally, consider a stream \( S \) that satisfies an \( \text{OA}(k) \) constraint on attribute \( A \). We could consider an approach where incoming \( S \) tuples are first buffered and sorted on \( A \) using the input manager’s reordering techniques, so that the stream of tuples input to the query processor has \( k = 0 \) for the constraint on \( A \). However, this approach has some disadvantages. First, \( k \)-constraints may hold on multiple attributes in \( S \), so we cannot generate one ordering of \( S \) tuples where \( k = 0 \) for all constraints. Second, reordering based on \( A \) may destroy the timestamp-based ordering of \( S \) tuples, which is required by the STREAM query processor.

### 6.1.5 Queries and Execution Overview

We introduced \( n \)-way windowed stream join queries in the previous chapter. We consider the same class of queries in this chapter, like the following example CQL query that joins streams \( S_1 \) and \( S_2 \) with time-based sliding windows on each stream:

```sql
Select *
From \( S_1 \) [Range 5 Minutes], \( S_2 \) [Range 10 Minutes]
Where \( S_1.A = S_2.A \)
```

Figure 6.2 shows a plan to execute this query in the STREAM DSMS. The \texttt{seq-window} operators maintain the windows over the streams, and the \texttt{mjoin} operator processes the equi-join. Recall that each window is maintained as a synopsis in STREAM query plans. The window synopsis for stream \( S_1 \) will contain all \( S_1 \) tuples in the last 5 minutes, and the window synopsis for stream \( S_2 \) will contain all \( S_2 \) tuples in the last 10 minutes. The synopses also contain hash indexes that are used by the \texttt{mjoin} operator when it probes for joining tuples in the windows. Each window synopsis is shared between the \texttt{mjoin} operator and the corresponding \texttt{seq-window} operator. Recall from Section 2.3.1 in Chapter 2
that when a set of synopses are shared, we allocate one store to hold the actual tuples, and one stub per shared synopsis to access the subset of tuples in the store that belongs to the synopsis.

The algorithm used by the \texttt{mjoin} operator in our example to process the join is an extended version of the MJoin algorithm from Chapter 5. We refer to this extended algorithm as a \textit{sliding-window join}, or SWJ. SWJs are similar to MJoins in all aspects except that SWJs perform extra computation to minimize synopsis sizes in the plan, but (so far) without any knowledge or exploitation of many-one joins or $k$-constraints. This extra computation may increase the unit-time cost of SWJs over MJoins. However, since the focus of this chapter is on minimizing memory requirements, SWJs give us a good benchmark for comparing against our constraint-based algorithms. By comparing our constraint-based algorithms against SWJ, we can identify exactly the memory savings due to exploiting constraints.

We will work through two examples to illustrate the basic technique used by SWJs to reduce synopsis sizes. SWJs do not exploit many-one joins or $k$-constraints, instead they
use the filter predicates in the query to identify and eliminate tuples in windows that will not contribute to join results.

**Example 6.1.4** Consider the example windowed join query over streams $S_1$ and $S_2$ introduced earlier in this section. Suppose this query includes an additional filter predicate $S_1.B > 10$. Then, $S_1$’s synopsis in an SWJ for the join will not store any tuple with $S_1.B \leq 10$, because these tuples will not contribute to join results.

**Example 6.1.5** Unlike time-based windows, tuple-based windows do not commute with filter predicates in windowed stream joins. Therefore, an SWJ is more complex when the join query has filter predicates on streams with tuple-based windows. Consider the example windowed join query over streams $S_1$ and $S_2$, with the time-based window on $S_1$ replaced by a “[Rows 50,000]” tuple-based window, and also containing the filter predicate $S_1.B > 10$. The filter predicate cannot be applied independently before the join since $S_1$’s tuple-based window must be based on all tuples in $S_1$. However, we can discard $S_1$ tuples that fail the filter predicate, provided we keep track of the arrival order of the discarded tuples so that $S_1$’s window can be maintained correctly. As an example, if the filter predicate’s selectivity is 50%, then SWJ’s $S_1$ synopsis would now contain 25,000 tuples on average (and 25,000 placeholders), instead of 50,000.

The two examples above illustrate how SWJs reduce synopsis sizes without exploiting many-one joins or $k$-constraints. Now let us consider how constraints help to reduce synopsis sizes further. Suppose the join is many-one from $S_1$ to $S_2$. We can immediately eliminate any tuple in $S_1$’s synopsis once it joins with a tuple in $S_2$, often reducing $S_1$’s synopsis size considerably. If strict referential integrity (RIDS(0)) holds over this join, then we need no synopsis at all for $S_1$, since for a tuple $s_1 \in S_1$ and its unique joining tuple $s_2 \in S_2$, when $s_1$ arrives, $s_2$ must either appear in $S_2$’s synopsis or it has dropped out of $S_2$’s window. If we have referential integrity with adherence parameter $k$ (RIDS($k$)), then a tuple $s_1 \in S_1$ must be saved for at most $k$ arrivals on $S_2$ after the arrival of $s_1$. Furthermore, if $S_2$ satisfies $k$-ordered-arrival (OA($k$)) on $S_2.A$, then a tuple $s_1 \in S_1$ must be saved for at most $k$ arrivals on $S_2$ following any $S_2.A$ value greater than $s_1.A$. 


6.1.6 k-Mon: An Architecture for Exploiting k-Constraints

The example in the previous section illustrates how $k$-constraints can be used during query execution to reduce synopsis sizes considerably. We now discuss our overall query processing architecture, called $k$-Mon, that detects and exploits different types of $k$-constraints automatically to reduce the memory requirement for windowed stream joins. $k$-Mon integrates algorithms for monitoring $k$-constraints and exploiting them during query execution. The basic structure of $k$-Mon is shown in Figure 6.3.

When a windowed stream join query is registered, the Re-optimizer generates an initial query plan based on $k$-constraints already being tracked for previously-registered queries, if any. The Executor begins executing this plan, using the current $k$-constraints for memory reduction. At the same time, the Re-optimizer informs the Profiler about all additional constraints that may be used to reduce the memory requirement for this query. Identifying potentially-useful constraints for windowed stream joins is straightforward, as will be seen when our query execution algorithm is presented in Section 6.3.

The Profiler monitors input streams continuously and informs the Re-optimizer whenever $k$ values for potentially-useful constraints change. Actually, we combine constraint monitoring with query execution whenever possible to reduce the monitoring overhead. The Re-optimizer adapts to the changes detected by the Profiler by adding or dropping $k$-constraints from the set of constraints being used by the Executor for memory reduction, or by adjusting their $k$ values.

Obviously if a $k$ value is very high (e.g., when a constraint does not hold at all, $k$ may grow without bound), the memory reduction obtained from using the constraint may not be large enough to justify the extra computational cost. The decision of when to exploit constraints and when not to is part of a larger cost-based query optimization framework which is beyond the scope of this thesis. In this chapter, we simply assume that the Executor uses only constraints with $k$ values lower than a specified threshold. While a query is running, the Executor will start using an unused $k$-constraint if its $k$ value drops below the threshold, and will stop using the constraint if $k$ rises above the threshold. Therefore, $k$-constraints that are not useful when a join query is registered, may get used later while the query is running.
Our query execution algorithm assumes adherence to $k$-constraints within the values for $k$ given by the Profiler. Specifically, during query execution, some state may be discarded that would otherwise be saved if the constraints did not hold or if $k$ values were higher (indicating less adherence). If our monitoring algorithms underestimate $k$, particularly if $k$ increases rapidly, then for the windowed join queries we consider, *false negatives* (missing tuples) occur in query results. In many stream applications, modest inaccuracy in query results is an acceptable tradeoff for more efficient execution, especially if the inaccuracy persists for only short periods [44]. The example query in Section 6.1.1 clearly has this property. If false negatives cannot be tolerated under any circumstance, then our approach can still be used, pushing “probably unnecessary” state to disk instead of discarding it entirely. Potential joins between tuples on disk and those in memory can be detected using one of two common approaches: Join keys of tuples on disk can be retained in main-memory indexes or these join keys can be hashed into in-memory Bloom filters [24].
In this chapter we instantiate the \( k \)-Mon architecture for the referential-integrity, ordering, and clustering constraints outlined in Section 6.1.3.

### 6.2 Preliminaries

The queries we consider in this chapter are \( n \)-way windowed stream joins. Recall from Chapter 5 that \( n \)-way windowed stream joins in CQL have the following general form:

```
Select  *  
From    \( S_1 \[W_1\], S_2 \[W_2\], \ldots, S_n \[W_n\] \)
Where \( \text{join and filter predicates over } S_1-S_n \)
```

This query joins streams \( S_1-S_n \) with window specifications \( W_1-W_n \) respectively over the streams. For exposition, we first describe our algorithm for processing joins with unbounded windows over the streams, and later extend this algorithm to handle sliding windows over the streams. That is, our initial query class consists of \( n \)-way windowed stream joins where all the window specifications \( W_1-W_n \) are equal to CQL’s “[Rows Unbounded]” clause, represented in CQL as:

```
Select  *  
From    \( S_1 \[\text{Rows Unbounded}\], S_2 \[\text{Rows Unbounded}\], \ldots, S_n \[\text{Rows Unbounded}\] \)
Where \( \text{join and filter predicates over } S_1-S_n \)
```

Extending our techniques to work with windows is straightforward and is described in Section 6.3.2.

The selection conditions we consider are conjunctions of any number of filter predicates over single streams along with any number of join predicates over pairs of streams. For clarity of presentation we assume that all join predicates in our queries represent equi-joins (e.g., \( S_1.A = S_2.A \)), and that the predicates are closed under implication. Note that the result of an \( n \)-way windowed stream join in CQL is a relation. Since the size of the result relation is independent of the techniques used to process the join, we do not account for the cost of storing join results.
As mentioned earlier, we assume that all joins in queries are many-one joins. That is, if a windowed stream join query $Q$ contains one or more join predicates between streams $S_1$ and $S_2$, then we are guaranteed that each tuple on stream $S_1$ joins with at most one tuple on $S_2$ (e.g., if $Q$ contains $S_1.A = S_2.B$ and $S_2.B$ is a key), or vice-versa. We denote a many-one join from $S_1$ to $S_2$ as $S_1 \rightarrow S_2$, and we can thus construct a directed join graph $G(Q)$ for any join query $Q$ we consider. Each stream $S \in Q$ along with any filter predicates over $S$ produces a vertex in $G(Q)$, and each join $S_1 \rightarrow S_2$ produces an edge from $S_1$ to $S_2$. We assume that the directed join graph is connected, that is, there is an undirected path between each pair of vertices in the graph. Note that directed join graphs are different from the undirected join graphs that we considered in Section 5.2.1 in Chapter 5. We use the following technical definitions:

- Given $S_1 \rightarrow S_2$, $S_1$ is the parent stream and $S_2$ is the child stream. In a directed join graph $G(Q)$, $\text{Children}(S)$ denotes the set of child streams of $S$ and $\text{Parents}(S)$ denotes the set of parent streams of $S$. A stream with no parents is called a root stream.

- Given $S_1 \rightarrow S_2$ with joining tuples $s_1 \in S_1$ and $s_2 \in S_2$, $s_2$ is the unique child tuple of $s_1$, and $s_1$ is a parent tuple of $s_2$.

- In a directed join graph $G(Q)$ containing a stream $S$, $G_S(Q)$ denotes the directed subgraph of $G(Q)$ containing $S$, all streams reachable from $S$ by following directed edges, the filter predicates over these streams, and all induced edges. We abuse notation and sometimes use $G_S(Q)$ to denote the result of the query corresponding to the join (sub)graph $G_S(Q)$.

- A set $\rho$ of streams in $G(Q)$ is a cover of $G(Q)$ if every stream in $G(Q)$ is reachable from some stream in $\rho$ by following directed edges. $\rho$ is a minimal cover if no proper subset of $\rho$ is a cover, and we use $\text{MinCover}(G(Q))$ to denote the set of minimal covers of $G(Q)$.

- $G(Q)$ is directed-tree-shaped (DT-shaped) if there are no cycles in the undirected version of the graph. (Recall that we assume join graphs are connected.) We only
consider DT-shaped graphs in this chapter. Algorithms for DAG-shaped and cyclic join graphs are presented in [20].

Recall from Section 2.1.1 in Chapter 2 that timestamps of stream tuples are taken from a discrete ordered domain. Therefore, we consider a logical interleaving of all the tuples in the input streams based on timestamp, where timestamp ties are broken arbitrarily. We denote this totally ordered sequence as $\Sigma$. Each tuple $s \in \Sigma$ is logically tagged with its sequence number $\Sigma(s)$ in $\Sigma$, denoted $\Sigma(s)$. We use the following metrics for measuring the distance between two tuples in $\Sigma$:

- **Clustering Distance:** For a pair of tuples $s_1, s_2 \in S$ with $s_1.A = s_2.A$, their clustering distance over attribute $A$ is defined as the number of tuples $s \in S$ with $\Sigma(s_1) < \Sigma(s) < \Sigma(s_2)$ and $s.A \neq s_1.A$.

- **Scrambling Distance:** For a pair of tuples $s_1, s_2 \in S$ with $s_1.A > s_2.A$ and $\Sigma(s_1) < \Sigma(s_2)$, their scrambling distance over attribute $A$ is defined as the number of $S$ tuples that arrive after $s_1$ and up to $s_2$ (including $s_2$).

- **Join distance:** For a join $S_1 \rightarrow S_2$, the join distance for a pair of joining tuples $s_1 \in S_1$ and $s_2 \in S_2$ is defined as follows: if $\Sigma(s_1) < \Sigma(s_2)$, it is the number of $S_2$ tuples arriving after $s_1$ and up to $s_2$ (including $s_2$), otherwise it is 0.

### 6.3 Basic Query Execution Algorithm

In this section we define a query execution algorithm that we will use as a basis for our constraint-specific memory reduction techniques in subsequent sections. For exposition, we first describe our algorithm for processing joins with unbounded windows over the streams. In Section 6.3.2 we will extend this algorithm to handle sliding windows over the streams. We separate two aspects of processing a windowed stream join query:

1. Maintaining the synopses in the plan as new tuples arrive in the streams (*synopsis maintenance*)

2. Generating new query result tuples as they become available (*result generation*)
Consider a directed join graph $G(Q)$ for a windowed stream join query $Q$. Recall from the query plans in Figures 6.1 and 6.2 that we maintain a synopsis for each stream $S$ in $Q$. The synopsis for $S$, denoted $S(S)$, is partitioned logically into three components defined formally as follows.

**Definition 6.3.1 (Synopsis Components)** Consider a time $\tau$ and a tuple $s \in S(\tau)$, where $S(\tau)$ denotes the tuples in $S$ with timestamp $\leq \tau$. Tuple $s$ belongs to one of three partitions of $S(S)$:

1. $s \in S(S).Yes$ at time $\tau$ if $s \ll G_S(Q)$ is nonempty at time $\tau$. (Note that due to monotonicity of $G_S(Q)$, $s \ll G_S(Q)$ will remain nonempty for all times after $\tau$ if $s \ll G_S(Q)$ is nonempty at time $\tau$.)

2. $s \in S(S).No$ at time $\tau$ if $s \ll G_S(Q)$ is empty at time $\tau$ and is guaranteed to remain empty at all future times.

3. $s \in S(S).Unknown$ at time $\tau$ if $s \notin S(S).Yes$ and $s \notin S(S).No$ at time $\tau$.

Informally, $Yes$ contains tuples that may contribute to a query result, $No$ contains tuples that cannot contribute, and $Unknown$ contains tuples we cannot (yet) distinguish. This logical partitioning is required by our basic query execution algorithm to identify tuples that can be discarded to reduce synopsis sizes, without affecting the accuracy of the join result. While this partitioning could also have been applied to the synopses we used for windows and caches earlier in the thesis, reducing synopsis sizes was not our objective then. Effectively, we treated all synopsis tuples as $Unknown$.

Before we describe a method for synopsis maintenance, we state some useful lemmas.

**Lemma 6.3.1** A tuple $s \in S$ joins with at most one tuple in each stream $R \in G_S(Q)$, $R \neq S$.

**Proof:** We use induction on the length of the unique directed path from $S$ to $R$, denoted $l_{S\rightarrow R}$. Clearly, $l_{S\rightarrow R} \geq 1$. If $l_{S\rightarrow R} = 1$, then $R$ is a child of $S$, and the claim holds because of the many-one join from $S$ to $R$. This step forms the basis of the induction. As the induction hypothesis, suppose the claim holds whenever $l_{S\rightarrow R} < n$. If $l_{S\rightarrow R} = n$, $n > 1$, then $R$ is a sibling of $S$. By the many-one join, $S$ joins with at most one tuple in $R$. Thus, the induction hypothesis holds. Therefore, the claim holds for all tuples in $S$. Hence, the claim holds for all tuples in $S(S)$.
consider the first stream \( T \) in the directed path from \( S \) to \( R \). A tuple \( s \in S \) can join with at most one tuple \( t \in T \). Since \( l_{T \rightarrow R} < n \), by the induction hypothesis, \( t \) joins with at most one tuple in \( R \). By transitivity, \( s \) can join with at most one tuple in \( R \). Hence, the claim holds for \( l_{S \rightarrow R} = n \).

**Lemma 6.3.2** If a tuple \( s \in S \) is part of a query result tuple, then \( s \in S(S).Yes \).

**Proof:** Let \( t \) be the query result tuple that \( s \) is part of. Consider the projection of \( t \) onto the streams in \( G_S(Q) \), denoted \( \alpha_s \). The existence of \( \alpha_s \) shows that \( s \triangleright G_S(Q) \neq \phi \), which means that \( s \in S(S).Yes \) by Definition 6.3.1.

**Lemma 6.3.3** Consider a stream \( R \) that is reachable from a stream \( S \) in \( G(Q) \) by following directed edges. The insertion of a tuple \( s \in S \) into \( S(S).Yes \) cannot happen before the insertion of its unique joining tuple \( r \in R \) into \( S(R).Yes \). (We say an event \( e_1 \) happens before an event \( e_2 \) if the set of tuples that have been processed completely when \( e_1 \) happens is a strict subset of the set of tuples that have been processed completely when \( e_2 \) happens.)

**Proof:** The proof follows from Definition 6.3.1 of \( Yes \) synopsis components.

The following theorems are based on Definition 6.3.1 of synopsis components, and they suggest a method for synopsis maintenance.

**Theorem 6.3.1** Consider any stream \( S \), time \( \tau \), and tuple \( s \in S(\tau) \) such that \( s \) satisfies all filter predicates on \( S \). If \( \text{Children}(S) = \phi \), or if for all streams \( S' \in \text{Children}(S) \), \( S(S').Yes \) contains the child tuple of \( s \) in \( S' \), then \( s \in S(S).Yes \) at time \( \tau \).

**Proof:** Definition 6.3.1 says that tuple \( s \in S(S).Yes \) for a stream \( S \) if \( s \triangleright G_S(Q) \neq \phi \). Theorem 6.3.1 says that \( s \in S(S).Yes \) for a DT-shaped join graph \( G_S(Q) \) if \( s \) satisfies all filter predicates on \( S \), and all children of \( s \) are in the respective \( Yes \) components. We have to prove that the statements in Definition 6.3.1 and those in Theorem 6.3.1 are equivalent for DT-shaped join graphs.

We will first prove the forward direction: If \( s \triangleright G_S(Q) \neq \phi \), then \( s \) satisfies all filter predicates on \( S \), and all child tuples of \( s \) are in the respective \( Yes \) components. If \( s \triangleright G_S(Q) \neq \phi \), then clearly \( s \) satisfies all filter predicates on \( S \). The rest of the
proof assumes this fact. The proof is by induction on the length of the longest directed path starting at $S$, denoted $l_S$. If $l_S = 0$, then $S$ has no children, and the claim holds. This step forms the basis of the induction. As the induction hypothesis, let the claim hold whenever $l_S < n$. We now consider a stream $S$ with $l_S = n$, and a tuple $s \in S$ such that $s \nrightarrow G_S(Q) \neq \phi$. By Lemma 6.3.1, $s$ joins with a unique tuple in each stream $R \in G_S(Q), R \neq S$. Therefore, $s$ must generate a unique result tuple in $G_S(Q)$, denoted $\alpha_s$ ($\alpha_s$ is a joined tuple containing one tuple each from all streams in $G_S(Q)$). Now consider stream $R \in Children(S)$ if $r \in R$ is the unique child tuple of $s$, then $\alpha_s$ must contain $r$ as its component tuple from $R$. We claim $r \nrightarrow G_R(Q) \neq \phi$. The proof is straightforward. By definition, $G_R(Q) \subset G_S(Q)$ for DT-shaped graphs. Thus, $r$ will join with the same tuples in streams $T \in G_R(Q)$, that are contained in $\alpha_s$. Also, $l_R < n$ by property of DT-shaped graphs. Given $r \nrightarrow G_R(Q) \neq \phi$ and $l_R < n$, by the induction hypothesis we know that all child tuples of $R$ are in the respective Yes components, which puts $r \in S(R)$. Yes. Thus, we have proved that all child tuples of $s$ are in the respective Yes components.

We will now prove the reverse direction: If $s$ satisfies all filter predicates on $S$, and all child tuples of $s$ are in the respective Yes components, then $s \nrightarrow G_S(Q) \neq \phi$. Again the proof is by induction on the length of the longest directed path starting at $S$, denoted $l_S$. If $l_S = 0$ the claim clearly holds. This step forms the basis of the induction. As the induction hypothesis, let the claim hold whenever $l_S < n$. We now consider a stream $S$ with $l_S = n$. Let $R_1, R_2, \ldots, R_m$ be the children of $S$. Consider a tuple $s \in S$ that satisfies all filter predicates on $S$, and all child tuples of $s$ are in the respective Yes components. For any child tuple $r_i \in R_i$ of $s$, $1 \leq i \leq m$, $r_i \in S(R_i)$. Yes means that all child tuples of $r_i$ are their Yes components. Since $l_{R_i} < n$ by property of DT-shaped graphs, by the induction hypothesis we know $r_i \nrightarrow G_{R_i}(Q) \neq \phi$. Consider the joined tuple $t$ consisting of $s, \alpha_{r_1}, \alpha_{r_2}, \ldots, \alpha_{r_m}$, where $\alpha_{r_i}$ is the unique result tuple generated by $r_i$ in $G_{R_i}(Q)$ (recall Lemma 6.3.1). We claim that $t$ is a result tuple of $G_S(Q)$. The proof is straightforward. By property of DT-shaped graphs, no stream is common between $G_{R_i}(Q)$ and $G_{R_j}(Q)$, for $1 \leq i \leq m, 1 \leq j \leq m$, and $i \neq j$, and there are no join predicates involving a stream in $G_{R_i}(Q)$ and a stream in $G_{R_j}(Q)$. Also, the union of all streams in $G_{R_i}(Q), 1 \leq i \leq m$, and $S$ together constitute all streams in $G_S(Q)$. Since $r_i \nrightarrow G_{R_i}(Q) \neq \phi, 1 \leq i \leq m$, we
know that $\alpha_{r_i}$ satisfies the filter and join conditions over streams in $G_{R_i}(Q)$. The remaining filter predicates in $G_S(Q)$ are those over $S$, which are given to be satisfied by $s$. The remaining join predicates in $G_S(Q)$ are those involving $S$ and one of its children, all of which are satisfied by $s, r_1, r_2, \ldots, r_m$ since $r_1, r_2, \ldots, r_m$ are the child tuples of $s$. Thus, $t$ is a result tuple of $G_S(Q)$ which implies $s \triangleright G_S(Q) \neq \phi$.

**Theorem 6.3.2** Consider any stream $S$, time $\tau$, and tuple $s \in S(\tau)$. If $s$ fails a filter predicate on $S$, or if for some stream $S' \in \text{Children}(S), S(S')$.No contains the child tuple of $s$, then $s \in S(S)$.No at time $\tau$.

**Proof:** We will prove that for a tuple $s \in S(\tau)$, if $s$ fails a filter predicate on $S$ or if a child tuple of $s$ is in the respective No component (i.e., if Theorem 6.3.2 adds $s$ to $S(S)$.No), then $s \triangleright G_S(Q) = \phi$ at all times $\geq \tau$. Clearly, if $s$ fails a filter predicate on $S$, $s \triangleright G_S(Q) = \phi$. We will assume this fact in the rest of the proof.

The proof is by induction on the length of the longest directed path starting at $S$, denoted $l_S$. If $l_S = 0$ the claim clearly holds. This step forms the basis of the induction. As the induction hypothesis, let the claim hold whenever $l_S < n$. We now consider a stream $S$ with $l_S = n$. Let $r \in R(\tau)$ be the child tuple of $s$ such that $r \in S(R)$.No at time $\tau$ either because $r$ fails a filter predicate on $R$ or because a child tuple of $r$ is in the respective No component. Since $l_R < n$ by property of DT-shaped graphs, the claim holds for $r \in R$. Thus, $r \triangleright G_{R_i}(Q) = \phi$ for all times $\geq \tau$. We will prove by contradiction that $s \triangleright G_S(Q) = \phi$ at all times $\geq \tau$. Suppose $s \triangleright G_S(Q) \neq \phi$ at time $\tau' \geq \tau$. Let $\alpha_s$ be the unique result tuple that $s$ generates in $G_S(Q)$ at time $\tau'$ (recall that $\alpha_s$ is a joined tuple containing one tuple each from all streams in $G_S(Q)$). By the property of DT-shaped graphs, $G_R(Q) \subset G_S(Q)$. Thus, the existence of $\alpha_s$ implies the existence of $\alpha_r$, which will be the projection of tuple $\alpha_s$ on to the streams in $G_R(Q)$. The existence of $\alpha_r$ contradicts the fact that $r \triangleright G_R(Q) = \phi$. Thus, we have shown by contradiction that $s \triangleright G_S(Q) = \phi$ at all times $\geq \tau$, which completes the proof.

A recursive algorithm for maintaining synopsis components (i.e., inserting and deleting synopsis tuples) as stream tuples arrive follows from Theorems 6.3.1 and 6.3.2. A procedural description of this algorithm is given in Figures 6.4–6.7. The algorithm has been simplified somewhat for clarity of presentation and it is written in an object-oriented style, with
/* Insert tuple \( s \) into the synopsis of stream \( S \) */
1. Procedure \( S(S).InsertTuple(s) \) { 
2.  if \( (s \) fails a filter predicate on \( S \) \) { 
3.      /* Add \( s \) to \( S(S).No \) */ 
4.        \( S(S).No.InsertTuple(s); \) return; 
5.  } 
6.  For each stream \( R \in Children(S) \) { 
7.      /* If the child tuple of \( s \) in \( R \) is present in \( S(R).No \), then add \( s \) to \( S(S).No \) */ 
8.      if \( ((s \rightarrow S(R).No) \neq \phi) \) { 
9.         \( S(S).No.InsertTuple(s); \) return; 
10.    } 
11.   For each stream \( R \in Children(S) \) { 
12.      /* If the child tuple of \( s \) in \( R \) is in \( S(R).Unknown \), add \( s \) to \( S(S).Unknown \) */ 
13.      if \( ((s \rightarrow S(R).Unknown) \neq \phi) \) { 
14.         \( S(S).Unknown.InsertTuple(s); \) return; 
15.      } 
16.      /* Further, if the child tuple of \( s \) in \( R \) is not present in \( S(R).Yes \), then the 
17.      child tuple has not yet arrived in \( R \). Add \( s \) to \( S(S).Unknown \) */ 
18.      if \( ((s \rightarrow S(R).Yes) = \phi) \) { 
19.         \( S(S).Unknown.InsertTuple(s); \) return; 
20.      } 
21.  } 
22.  /* Otherwise, \( S \) has no children, or all child tuples of \( s \) are present in the respective 
23.  Yes components. Add \( s \) to \( S(S).Yes \) */ 
24.  \( S(S).Yes.InsertTuple(s); \) 
25. } 

Figure 6.4: Procedure invoked when a tuple \( s \) arrives in stream \( S \)

the stream synopses and their components as the objects. Procedure \( S(S).InsertTuple(s) \) in Figure 6.4 is invoked when a new tuple \( s \) arrives in input stream \( S \). This procedure applies the criteria from Theorems 6.3.1 and 6.3.2 to determine whether \( s \) should be inserted in \( S(S).Yes \), \( S(S).No \), or \( S(S).Unknown \), and invokes \( S(S).Yes.InsertTuple(s) \) (Figure 6.5), \( S(S).No.InsertTuple(s) \) (Figure 6.6), or \( S(S).Unknown.InsertTuple(s) \) (Figure 6.7) appropriately. (As we will describe momentarily, if \( S \) is a root stream, then Procedure \( S(S).Yes.InsertTuple(s) \) joins \( s \) with the Yes components of all other streams to produce the new tuples that are generated by the arrival of \( s \) in the query result.)

In Figures 6.4–6.7 we use the notation \( s \rightarrow S(R).Yes \) \( (S(R).No, S(R).Unknown) \) to denote the join of tuple \( s \in S \) with the Yes (No, Unknown) synopsis component of stream \( R \in Children(S) \). Note that \( s \) will join with at most one tuple in the synopsis maintained for \( R \). The statement \( (s \rightarrow S(R).No) \neq \phi \) in Figure 6.4, where \( R \in Children(S) \),
/* Insert tuple \( s \) into the Yes synopsis component of stream \( S \) */

1. Procedure \( S(S).Yes.InsertTuple(s) \) {
2. \( \) Insert \( s \) into \( S(S).Yes; \)
3. /* Propagate the effects of the insertion */
4. if (\( S \) is a root stream) {
5. \( \) Join \( s \) with the Yes components of other streams to produce the new tuples in
6. \( \) the query result; \}
7. else {
8. \( \) For each stream \( R \in Parents(S) \) {
9. /* Reevaluate the criteria for each tuple \( r \) in the Unknown component of parent
10. \( \) stream \( R \) that joins with \( s \) */
11. \( \) For each tuple \( r \in S(R).Unknown \) {
12. \( \) if ((\( r \rightarrow s \)) \( \neq \phi \)) {
13. \( \) Delete tuple \( r \) from \( S(R).Unknown; S(R).InsertTuple(r); \})\}
\}

Figure 6.5: Procedure to insert \( s \) into \( S(S).Yes \)

/* Insert tuple \( s \) into the No synopsis component of stream \( S \) */

1. Procedure \( S(S).No.InsertTuple(s) \) {
2. \( \) Insert \( s \) into \( S(S).No; \)
3. /* Propagate the effects of the insertion */
4. For each stream \( R \in Parents(S) \) {
5. /* Each tuple \( r \) in parent \( R \) joining with \( s \) goes to \( S(R).No \) */
6. \( \) For each tuple \( r \in (S(R).Yes \cup S(R).Unknown) \) {
7. \( \) if ((\( r \rightarrow s \)) \( \neq \phi \)) {
8. \( \) Delete tuple \( r \) from its current component;
9. \( \) \( S(R).No.InsertTuple(r); \})\}
\}

Figure 6.6: Procedure to insert \( s \) into \( S(S).No \)

therefore means that the child tuple in \( R \) of tuple \( s \in S \) is present in \( S(R).No \); likewise for \( S(R).Yes \) and \( S(R).Unknown \).

Now consider result generation. By Definition 6.3.1, all tuples in the result of \( Q \) can be generated from the Yes synopsis components of the streams in \( G(Q) \). We exploit the following two theorems.

**Theorem 6.3.3** New tuples are generated in the result of \( Q \) only when a tuple is inserted into the Yes synopsis component of a stream \( S \in G(Q) \) where \( S \in \rho \in MinCover(G(Q)) \).
/* Insert tuple $s$ into the $Unknown$ synopsis component of stream $S$ */

1. Procedure $S(S).Unknown.\text{InsertTuple}(s)$ {
2. Insert $s$ into $S(S).Unknown$;
}

Figure 6.7: Procedure to insert $s$ into $S(S).Unknown$

**Proof:** The proof is by contradiction. Suppose a query result tuple $t$ is generated when a tuple $s$ is inserted into the $Yes$ synopsis component of a stream $S$ such that $S$ is not part of any minimal cover. Consider a minimal cover of $Q$, denoted $\rho$. Let $R$ be a stream in $\rho$ such that $S$ is reachable from $R$. ($R$ is not reachable from $S$. Otherwise, $\rho - \{R\} \cup \{S\}$ would be a minimal cover, which would give a contradiction.) Let $r$ and $s$ be the component tuples in $t$ from streams $R$ and $S$ respectively. By Lemma 6.3.2, $r \in S(R).Yes$ and $s \in S(S).Yes$. By Lemma 6.3.3, we know that the insertion of $r$ into $S(R).Yes$ cannot happen before the insertion of $s$ into $S(S).Yes$ which contradicts the fact that $t$ is generated when $s$ is inserted. (Given our definition of “happens before” in Lemma 6.3.3, it is possible that neither the insertion of $r$ into $S(R).Yes$ nor the insertion of $s$ into $S(S).Yes$ happens before the other. However, since $R$ is not reachable from $S$, we will always have to infer $s \in S(S).Yes$ before we can infer $r \in S(R).Yes$.)

**Theorem 6.3.4** The set of root streams is the only minimal cover in a DT-shaped join graph.

**Proof:** Theorem 6.3.4 has a straightforward proof from graph theory.

Thus, new result tuples are generated only when a tuple $s$ is inserted into the $Yes$ synopsis component of a root stream in $G(Q)$. Tuple $s$ is joined with the $Yes$ synopsis components of all other streams to produce the new tuples in the result, as illustrated in Figure 6.5. Let us work through two examples to illustrate our algorithm so far. For presentation, all join graphs in our examples contain natural joins only.

**Example 6.3.1** Consider a windowed stream join $Q$ having the directed join graph in Figure 6.8(a). $Q$ contains two many-one joins, $S_1 \rightarrow S_2 (S_1.A = S_2.A)$ and $S_1 \rightarrow S_3 (S_1.B = S_3.B)$, and a filter predicate $D < 8$ on stream $S_3$. A state of the synopses
also is shown in Figure 6.8(a): $S(S_2).Yes = \{(6, 20), (4, 15)\}$, $S(S_3).Yes = \{(5, 3)\}$, $S(S_3).No = \{(7, 9), (10, 12)\}$, and all other synopsis components are empty. Suppose tuple $s = (6, 5)$ arrives next in $S_1$. Since the child tuples of $s$ in both $S_2$ and $S_3$ are in $Yes$, $s$ is added to $S(S_1).Yes$ and result tuple $(6, 20, 3)$ is emitted. Next suppose tuple $s' = (8, 10)$ arrives in $S_1$. The child tuple of $s'$ in $S_2$ has not arrived yet. However, since the child tuple of $s'$ in $S_3$ is in $No$, $s'$ is added to $S(S_1).No$.

**Example 6.3.2** Consider the directed join graph and synopses in Figure 6.8(b). $s_2 = (2, 4)$ is in $S(S_2).Unknown$ since its child tuple in $S_3$ has not arrived yet. Suppose tuple $s_1 = (1, 2)$ arrives in $S_1$. Since the child tuple of $s_1$ in $S_2$ belongs to $S(S_2).Unknown$, $s_1$ is added to $S(S_1).Unknown$. Next suppose $s_3 = (4, 12)$ arrives in $S_3$. Since $s_3$ satisfies the filter predicate on $S_3$, it is added to $S(S_3).Yes$. As a result, $s_2$ is moved to $S(S_2).Yes$, which further results in $s_1$ being moved to $S(S_1).Yes$, and result tuple $(1, 2, 4, 12)$ is emitted.

### 6.3.1 Synopsis Reduction

In our basic query execution algorithm, the synopsis for a stream $S$ simply contains each tuple of $S$ in either $Yes$, $No$, or $Unknown$, thus the synopsis is no smaller than $S$ itself. In this section we show how, even without $k$-constraints, we can reduce synopsis sizes under some circumstances. We present techniques to eliminate tuples from synopses as well as techniques to eliminate columns.
Eliminating Tuples

Our first technique is based on Theorem 6.3.5.

**Theorem 6.3.5** Consider a directed join graph $G(Q)$. If a stream $S$ forms a minimal cover for $G(Q)$, i.e., $\{S\} \in \text{MinCover}(G(Q))$, then a tuple $s \in S$ inserted into $S(S)$. Yes by our algorithm will not join with any future tuples to produce additional results.

**Proof:** The proof follows from Lemma 6.3.1.

By this theorem, all result tuples using $s$ can be generated when $s$ is (logically) inserted into $S(S)$. Yes, so we need not create $S(S)$. Yes at all. A common case is when the join graph has a single root stream $S$, since for DT-shaped join graphs $\{S\}$ is a minimal cover.

Now consider No and Unknown components. Informally, No components contain tuples that will never contribute to a query result, while Unknown components contain tuples for which we do not yet know whether they may or may not contribute. As one simple reduction technique we can always eliminate the No component for root stream synopses. In fact we can always eliminate all No components without compromising query result accuracy, but it may not be beneficial to do so—eliminating any No tuple from nonroot streams may have the effect of leaving some tuples in parent and ancestor Unknown components that may otherwise be moved to No components. If moved to No components these tuples might be discarded (if at a root) or might cause other root tuples to move to No and be discarded. The following example illustrates this behavior.

**Example 6.3.3** Consider the directed join graph from Figure 6.8(b). Suppose tuple $s_3 = (6, 8)$ arrives on $S_3$. Since $s_3$ fails the filter predicate over $S_3$, $s_3$ will be added to $S(S_3).No$. Suppose our policy is to discard nonroot No tuples, so $s_3$ is discarded. A new tuple $(3, 6)$ arrives next on $S_2$. Also, many tuples of the form $(x, 3)$, for arbitrary values of $x$, arrive on $S_1$. These new tuples in $S_1$ and $S_2$ will not find a joining tuple in $S_3$'s synopsis, so they will all be stored in the respective Unknown components.

Now consider the alternative policy of storing nonroot No tuples, so $s_3 \in S(S_3).No$ will not be discarded. Then, by our query processing algorithm, all the new $S_1$ and $S_2$ tuples will join with $s_3 \in S(S_3).No$, and go to the respective No components. Since $S_1$
is a root stream, we can discard all tuples in \( S(S_1).No \), reducing the memory requirement significantly.

Formal modeling of the tradeoff between keeping nonroot \( No \) components or eliminating them is beyond the scope of this thesis. The presence of \( k \)-constraints and windows further complicates the tradeoff, although often \( k \)-constraints can be used to eliminate nonroot \( No \) components without any detrimental effect, as we will see in Section 6.6.1. Hereafter we assume as a default that tuples in nonroot \( No \) components are stored unless these tuples have expired from windows (Section 6.3.2) or they are eliminated by our \( k \)-constraint-based techniques.

**Eliminating Columns**

Handling queries where only a subset of the attributes are projected in the result does not change our basic query execution algorithm. However, such projection helps us eliminate columns from synopses. Specifically, in the synopsis of a stream \( S \) we need only store those attributes of \( S \) that are involved in joins with other streams, or that are projected in the result of the query. A second column elimination technique specific to \( No \) synopsis components is that in \( S(S).No \) we need only store attributes involved in joins with \( Parents(S) \).

### 6.3.2 Handling Windows over Streams

So far in this section we restricted our query class to windowed stream join queries where each window is specified by CQL’s “Rows Unbounded” clause. We now drop this restriction and explain how our basic query execution algorithm and synopsis reduction techniques are extended to handle sliding windows over streams in join queries. Specifically, we now need to handle the deletion (or expiry) of tuples from windows, which our algorithms did not have to consider so far. When a tuple \( s \) is deleted from a window, we need to take two actions:

- Maintain all synopsis components appropriately
- Generate the deletions to the join result caused by the deletion of \( s \)
Once \( s \) drops out of the window over stream \( S \), \( s \) will no longer contribute to any new results for the join query. Therefore, by Definition 6.3.1, \( s \) should be moved to \( S(S).No \). The recursive algorithm from Figure 6.6 will be invoked to maintain all synopses correctly when \( s \) is inserted into \( S(S).No \). For example, this insertion may cause tuples from \( S \)'s ancestors in the join graph to be moved to their corresponding \( No \) components. Our current implementation uses a periodic \textit{garbage collection phase} to discard \( No \) tuples generated by the expiry of tuples from windows.

Now consider result generation when a tuple \( s \) expires from the window over stream \( S \) in a windowed stream join \( Q \). We need to generate all tuples deleted from the join result because of the deletion of \( s \). We saw in Section 6.3 that tuples in the join result are generated by tuples in the \( Yes \) synopsis components of the streams. Therefore, if \( s \notin S(S).Yes \), then we do not need to process \( s \) for result generation. Furthermore, tuples will be deleted from the result of \( Q \) only if \( S \in \rho \in \text{MinCover}(G(Q)) \). (The proof follows from the proof of Theorem 6.3.3.) Since the set of root streams is the only minimal cover in a DT-shaped join graph, tuples are deleted from the join result only if \( S \) is a root stream in \( G(Q) \). Furthermore, the tuples deleted from the join result will be the tuples in the join of \( s \) with the \( Yes \) components of the other streams in \( G(Q) \). (Recall from Figure 6.5 that new tuples are inserted in the join result when a tuple is inserted in the \( Yes \) component of a root stream in \( G(Q) \).) We work through an example to illustrate the algorithm.

\textbf{Example 6.3.4} Consider the directed join graph in Figure 6.8(b). Suppose a tuple-based window of size 1 is specified over stream \( S_3 \) as part of this join query. That is, the query in CQL is:

\begin{verbatim}
Select * From S_1 [Rows Unbounded], S_2 [Rows Unbounded], S_3 [Rows 1]
\end{verbatim}

Let the current state of the synopses be: \( s_1 = (1, 2) \in S(S_1).Yes \), \( s_2 = (2, 4) \in S(S_2).Yes \), and \( s_3 = (4, 12) \in S(S_3).Yes \). All other synopsis components are empty. \( s_3 \) is the current tuple in the window over \( S_3 \). Now suppose \( s_3 \) expires from the one-tuple window because of the arrival of a new tuple in \( S_3 \). \( s_3 \) will be moved to \( S(S_3).No \), which
will cause $s_2$ to be moved to $S(S_2)$. No, which further results in $s_1$ being moved from $S(S_1)$. Yes to $S(S_1)$. No (recall Figure 6.6). Since $S_1$ is a root stream, result generation will be invoked, and tuple (1, 2, 4, 12) will be deleted from the join result.

In this section we described how our algorithms can be extended to handle windows over streams. Hereafter, our query class consists of the full range of windowed stream join queries. Next we describe how we implemented our algorithms in a prototype continuous query processor.

### 6.4 Overview of $k$-Mon’s Implementation

The STREAM prototype was in its early stages of development when most of the work described in this chapter was done. Therefore, we first prototyped the $k$-Mon architecture and our algorithms in a different continuous-query processor, called the $k$-Mon system, which is a simpler scaled-down version of the STREAM DSMS. The $k$-Mon system supports only windowed stream join queries in CQL. The basic query execution architecture of the $k$-Mon system is very similar to that of the STREAM DSMS. However, unlike STREAM, the $k$-Mon system can process only one continuous query at a time.

Like STREAM, query plans in the $k$-Mon system are composed of operators, queues, and synopses. The operators supported by the $k$-Mon system are a strict subset of STREAM’s operators, and they perform the same functions. (Table 2.1 in Chapter 2 lists the operators supported by STREAM.) The operators in the $k$-Mon system include select, project, mjoin, and seq-window (only tuple-based and time-based windows are supported). The operators in a query plan are scheduled for execution by a simple FIFO scheduler; recall Section 2.3.2 in Chapter 2.

The $k$-Mon system supports synopses that store relations corresponding to sliding windows in query plans. Window synopses are always shared between the mjoin operator and the corresponding seq-window operator. The window synopses maintain hash indexes for efficient equi-join processing.

We implemented the $k$-Mon architecture in the $k$-Mon system as described in Section 6.1.6 and illustrated in Figure 6.3. Our basic approach was similar to that used to
implement A-Greedy and its variants (Section 4.7 in Chapter 4) as well as A-Caching (Section 5.5.6 in Chapter 5). We incorporated the \( k \)-Mon architecture into the \texttt{mjoin} operator by implementing \texttt{mjoin} as a combination of three interacting components: an Executor, a Profiler, and a Re-optimizer. These components of \texttt{mjoin} implement the functionality of the corresponding components of \( k \)-Mon shown in Figure 6.3.

When a windowed stream join query is registered with the \( k \)-Mon system, a straightforward plan is generated that contains an \texttt{mjoin} operator to process the join. \texttt{mjoin}’s Executor begins executing the join using the basic algorithm from Section 6.3. The Executor uses \( k \)-constraints on the input streams for memory reduction. The algorithms for exploiting different types of \( k \)-constraints will be described in Sections 6.6.1, 6.7.1, 6.8.1, and 6.8.5.

When query execution begins, the \texttt{mjoin}’s Re-optimizer tells the Profiler which constraints can be used potentially to reduce the memory requirement for the join. The Profiler then monitors input streams continuously and informs the Re-optimizer whenever \( k \) values for any of these constraints change. Algorithms to monitor different types of \( k \)-constraints in input streams, as well as techniques to combine constraint monitoring with regular query execution, will be described in Sections 6.6.3, 6.7.3, and 6.8.3. Based on the changes in the monitored \( k \) values, the Re-optimizer adjusts the \( k \) values used by the Executor for memory reduction. Recall that constraints with \( k \) values higher than a specified threshold are not used for memory reduction.

### 6.5 Experimental Setup

In Sections 6.6–6.10, we will present our first set of experiments with the \( k \)-Mon system using \( n \)-way windowed join queries over synthetic streams. Experiments with data and queries from the Linear Road Benchmark are reported in Section 6.11. By default, we use tuple-based sliding windows of size 50,000 tuples on all streams. The synthetic stream generator from Section 5.8 in Chapter 5 was used to generate input streams.

Stream characteristics relevant to our experiments include the multiplicity of tuples in joins and the selectivity of filter predicates. Multiplicity of a tuple \( s_2 \in S_2 \) in a join \( S_1 \rightarrow S_2 \) is the number of \( S_1 \) tuples that join with \( s_2 \). The definition is analogous for a
tuple \( s_1 \in S_1 \), although in this case the multiplicity has to be either 0 or 1. By default, all many-one joins \( S_1 \rightarrow S_2 \) in our experiments have an average multiplicity of 5 for tuples in \( S_2 \), and a multiplicity of 1 for tuples in \( S_1 \). The selectivity of a filter predicate on a stream \( S \) is the percentage of tuples in \( S \) satisfying the predicate. By default, all filter predicates in our experiments have an average selectivity of 50%.

In our experiments, we compare the performance of our constraint-based algorithms against SWJ. Recall from Section 6.1.5 that our SWJ implementation is optimized to reduce synopsis sizes as much as possible, but without any knowledge or exploitation of many-one joins or \( k \)-constraints. Comparing our constraint-based algorithms against SWJ identifies exactly the memory savings due to exploiting constraints. Furthermore, in Section 6.9 we compare the tuple-processing times of our algorithms with that of SWJ to quantify the extra computational overhead imposed by our algorithms. As we will see in Section 6.11, the scale of memory reduction enabled by our algorithms for queries in the Linear Road Benchmark improves the overall computational performance as well. All experiments were run on a 700 MHz Linux machine with 1024 KB processor cache and 2 GB memory.

### 6.6 Referential Integrity Constraints

In the next three sections we will consider the three different \( k \)-constraint types in turn. For each type we provide:

- The formal definition of the \( k \)-constraint type.
- Algorithms for memory reduction enabled by constraints of that type.
- Algorithms to detect and to monitor constraints of that type.
- How these algorithms are implemented in the \texttt{mjoin} operator in the \( k \)-Mon system.
- Experimental results from the \( k \)-Mon system, demonstrating memory reduction, accuracy of monitoring, and the false-negative rate when adherence to the constraint varies over time. Experimental results evaluating the computational overhead of each constraint type are presented in Section 6.9.
We begin with the data stream equivalent of standard relational referential integrity. Referential integrity on a many-one join from relation \( R_1 \) to relation \( R_2 \) states that for each \( R_1 \) tuple there is a joining \( R_2 \) tuple. The definition translates to streams \( S_1 \) and \( S_2 \) with a slight twist. In its strictest form, referential integrity over data streams (hereafter RIDS) on a many-one join \( S_1 \rightarrow S_2 \) states that the joining (child) tuple \( s_2 \in S_2 \) of any tuple \( s_1 \in S_1 \) must arrive before \( s_1 \). Unlike relational referential integrity, RIDS does not require that a joining tuple exist in \( S_2 \) for each tuple in \( S_1 \). RIDS only requires that if a joining tuple \( s_2 \in S_2 \) exists for a tuple \( s_1 \in S_1 \), then \( s_2 \) must arrive before \( s_1 \). The more relaxed \( k \)-constraint version states that when a tuple \( s_1 \) arrives on \( S_1 \), its joining tuple \( s_2 \in S_2 \) has already arrived or \( s_2 \) will arrive within \( k \) tuple arrivals on \( S_2 \). (When \( k = 0 \) we have the strictest form described above.)

**Definition 6.6.1 (RIDS(k))** Constraint \( \text{RIDS}(k) \) holds on join \( S_1 \rightarrow S_2 \) if, for every tuple \( s_1 \in S_1 \), assuming \( S_2 \) produces a tuple \( s_2 \) joining with \( s_1 \), the join distance (Section 6.2) between \( s_1 \) and \( s_2 \) is \( \leq k \).

### 6.6.1 Modified Algorithm to Exploit RIDS(k)

Consider a directed join graph \( G(Q) \). In Section 6.3.1 we discussed that \( No \) synopsis components are not strictly necessary, but eliminating \( No \) components runs the risk of leaving tuples in parent and ancestor \( Unknown \) components until they drop out of their windows. RIDS constraints allow us to eliminate \( No \) components without this risk, using the following technique.

Consider a stream \( S \in G(Q) \) and suppose for each stream \( S' \in Parents(S) \) we have \( \text{RIDS}(k) \) on \( S' \rightarrow S \), where the \( k \) values can differ across parents. We eliminate \( S(S).No \) entirely. Recall from Theorem 6.3.2 that our basic query execution algorithm uses \( S(S).No \) to determine whether a parent tuple \( s' \in S' \) belongs in \( S(S').No \). If \( \text{RIDS}(k) \) holds with \( k = 0 \), then when \( s' \) arrives, its child tuple \( s \in S \) must already have arrived, otherwise \( s' \) has no child tuple in \( S \). If \( s \notin S(S).(Yes \cup Unknown) \) when \( s' \) arrives, then we can infer that either \( s \notin S \), or \( s \) was discarded either because it belonged to \( S(S).No \) (which we do not keep); \( s' \) will not contribute to any result tuple so we insert \( s' \) into \( S(S').No \) and proceed accordingly. (Recall from Section 6.3.2 that tuples that drop out of the window...
over $S$ are moved to $S(S).No.$) If $k > 0$ and child tuple $s \notin S(S). (Yes \cup Unknown)$ when $s'$ arrives, then $s \notin S$, or $s$ has not arrived yet, or $s$ arrived and was discarded for the same reasons as before. We place $s'$ in $S(S'). Unknown$. If $k$ more tuples arrive on $S$ without arrival of the child tuple $s$, we can infer that $s$ will not arrive in future; we move $s'$ to $S(S'). No$ and proceed accordingly.

**Example 6.6.1** Consider the join graph and synopses shown in Figure 6.8(a). Suppose RIDS(1) holds on $S_1 \rightarrow S_3$, so we eliminate $S(S_3).No$. Now suppose $s_1 = (4, 10)$ arrives on $S_1$. ($s_1$’s child tuple $(10, 12) \in S(S_3).No$ had arrived earlier and was discarded.) RIDS(1) specifies that the first $S_3$ tuple arriving after $s_1$ will be $s_1$’s child tuple, or else either $s_1$ has no child tuple in $S_3$ or the child tuple must have arrived before $s_1$. Hence, $s_1$ can be moved to $S(S_1). No$ and thus dropped (recall Section 6.3.1) as soon as the next tuple arrives in $S_3$.

### 6.6.2 Implementing RIDS($k$) Usage

We have implemented our algorithm for exploiting RIDS($k$) constraints in the $m\text{join}$ operator in the $k$-Mon system. To exploit RIDS($k$) for $k = k_u$ over $S' \rightarrow S$, we maintain a counter $C_S$ of tuples that have arrived on $S$, and an extra sequence-number attribute in $S(S'). Unknown$, denoted $C_{S'\rightarrow S}$, along with an index on this attribute that enables range scans. When a tuple $s' \in S'$ is inserted on arrival into $S(S'). Unknown$ because (possibly among other factors) its child tuple $s \in S$ is not present in $S(S). Yes \cup S(S). Unknown$, we set $s'.C_{S'\rightarrow S} = C_S$ and insert an entry for $s'$ into the index on $C_{S'\rightarrow S}$. For each $s' \in S(S'). Unknown$ that joins with a newly arriving tuple $s \in S$, we delete the index entry corresponding to $s'.C_{S'\rightarrow S}$. (The join distance between $s'$ and $s$ is $C_S - s'.C_{S'\rightarrow S}$, which is used by the monitoring algorithm in Section 6.6.3.)

A periodic garbage collection phase uses the index on $C_{S'\rightarrow S}$ to retrieve tuples $s' \in S(S'). Unknown$ that have $s'.C_{S'\rightarrow S} + k_u \leq C_S$. Because of RIDS($k_u$) on $S' \rightarrow S$, $s'.C_{S'\rightarrow S} + k_u \leq C_S$ guarantees that the child tuple $s \in S$ of $s'$ will not arrive in the future. Thus, we can infer that $s'$ will not contribute to any future result tuple, we move $s'$ to $S(S'). No$, and propagate the effects of this insertion in the usual manner. We also delete the index entry corresponding to $s'.C_{S'\rightarrow S}$.
CHAPTER 6. EXPLOITING K-CONSTRAINTS FOR CONTINUOUS QUERIES

6.6.3 Monitoring RIDS($k$)

Our general goals for constraint monitoring by the Profiler are to inform the Re-optimizer, and thereby the Executor, about changes in $k$ for relevant constraints (recall Figure 6.3). We should not incur too much memory or computational overhead in the monitoring process while still maintaining good estimates. If our estimate for $k$ is higher than the actual value exhibited in the data, then our algorithm always produces correct answers, but will not be as memory-efficient as possible. However, if we underestimate $k$, then false negatives may be introduced, as discussed in Section 6.1.6. In addition to maintaining good estimates efficiently, we also do not want to react too quickly to changes observed in the data, since the changes may be transient and it may not be worthwhile changing query execution strategies for short-lived upward or downward “spikes.”

We now describe how $k$-Mon’s Profiler, as implemented in the mjoin operator, estimates $k$ for a RIDS constraint on join $S' \rightarrow S$. As we will see, detecting decreases in $k$ is easy, while detecting increases poses our real challenge. Let:

- $k_u$ denote the current value of $k$ used by the Executor. Initially $k_u = \infty$.
- $k_e = c \cdot k_u$ for $c \geq 1$ denote the largest increase to $k$ that the Profiler is guaranteed to detect. $c$ is a configuration parameter: a large $c$ requires more memory but can provide more accurate results.
- $p$ denote the probability that an additional tuple is kept to detect $k$ values even higher than $k_e$.
- $W$ denote a window over which observed values are taken into account for adjustments to $k$. $W$ is a configuration parameter that controls how quickly the Profiler reacts to changes.

Our algorithm proceeds as follows. Logically, the Profiler “mirrors” the RIDS-based join algorithm of Section 6.6.1, but using $k_e \geq k_u$ instead of $k_u$. In reality (and in our implementation), monitoring is integrated into query execution so we don’t duplicate state or computation, but for presentation purposes let us assume they are separate. For each newly arriving tuple $s \in S$, we compute the maximum join distance over all parent tuples of $s$.
in $S(S')$. Unknown as described in Section 6.6.2. If the maximum observed join distance for tuples in $S$ is $k' < k_u$ for the last $W$ tuple arrivals in $S$, then we set $k_u = k'$ (and consequently $k_e = c \cdot k_u$) and notify the Re-optimizer and Executor accordingly.

Increases in $k$ are more difficult for two reasons: (1) In order to detect increases, we need more data than would otherwise be kept for query execution. (2) Unlike decreases, increases introduce false negatives. As part of (1), we ensure that any tuple in $S(S')$. Unknown that is moved to $S(S')$. No by the execution algorithm because of RIDS($k_u$) is logically retained in $S(S')$. Unknown until the tuple can be moved because of RIDS($k_e = c \cdot k_u$), $c \geq 1$. This step ensures that an increase in $k$ up to $k_e$ will be detected at the potential cost of lower memory reduction than permitted by $k_u$. In addition, each tuple $s' \in S(S')$. Unknown is, with probability $p$, retained until $s'$ drops out of $S'$'s window specified in the query, if $s'$ would otherwise be discarded because of RIDS($k_u$). Effectively, we are sampling in order to detect increases in $k$ to values even higher than $k_e$. To address issue (2), as soon as an increase in $k$ is detected, we conservatively set $k_u = \infty$ and notify the Re-optimizer and Executor, so the Executor stops using the constraint and possibly generating additional false negatives. (Recall from Section 6.1.6 that the Executor ignores constraints with $k_u$ values higher than some threshold.) The value of $k_u$ will be reset by decrease detection after $W$ more tuples have arrived on $S$. We set $W$ conservatively to a large value in order to reduce oscillations in $k_u$, thereby reducing the chances of generating false negatives.

We have taken a conservative approach to detecting and handling increases in $k$, in order to ensure that we retain high query result accuracy. A potential memory-accuracy tradeoff exists in this context: we can be less conservative and lower the memory requirement if the application is willing to accept the possibility of some (temporary) query result inaccuracy. A promising step, which is beyond the scope of this thesis, is to extend our algorithms to exploit this tradeoff.

### 6.6.4 Experimental Analysis for RIDS($k$)

We have implemented our algorithms to use and to monitor RIDS($k$) constraints in the mjoin operator in the $k$-Mon system. We now report results from an experimental study
of our algorithms based on this implementation. For our RIDS experiments we used the join graph in Figure 6.9(a). Figure 6.10 shows the memory reduction achieved by our query execution algorithm for different values of $k$. The $x$-axis shows the progress of time in terms of the total number of tuples processed so far across all streams. The $y$-axis shows the total memory used, including synopsis size and monitoring overhead. We show plots for $k \in \{0, 5000, 10000, 20000\}$ and for SWJ. For each $k = k'$, we generated synthetic data for streams $S_1$, $S_2$, and $S_3$ with join distances distributed uniformly in $[0, \ldots, k']$ so that RIDS($k'$) always holds and RIDS($k''$) does not hold for any $k'' < k'$. Note that the adherence is not varied over time in this experiment. All tuple sizes are 24 bytes each in this experiment and all subsequent experiments in this chapter.
Recall that RIDS($k$) on $S_1 \rightarrow S_2$ and $S_1 \rightarrow S_3$ eliminates $S(S_2).No$ and $S(S_3).No$, and prevents tuples from accumulating in $S(S_1).Unknown. S(S_1).Yes$ and $S(S_1).No$ are eliminated by default (Section 6.3.1). On the other hand, SWJ stores a full window of tuples for $S_1$, and all tuples in the windows over $S_2$ and $S_3$ that pass the respective filter predicates. The total synopsis size stabilizes around 350,000 tuples once all windows get filled so that each newly arriving tuple will displace the oldest tuple in the respective window. ($S_1$'s window fills up around 70,000 tuples.) Figure 6.10 shows the increase in memory overhead as the adherence to RIDS decreases, i.e., as $k$ increases.

Figure 6.11 shows the performance of the complete $k$-Mon framework using RIDS when $k$ varies over time. The left $y$-axis shows the value of $k$ in RIDS($k$) and the right $y$-axis shows the percentage of false negatives per block of 4000 input stream tuples. Parameters $c$, $p$, and $W$ for the monitoring algorithm were set to 1, 0.01, and 500 respectively. The two plots using the left $y$-axis show that the $k$ estimated by our monitoring algorithm tracks the actual $k$ in the data very closely. Five different types of variation in $k$ are shown in Figure 6.11: no variation, gradual increase, gradual drop, quick increase, and quick drop. Points of the “estimated $k$” plot on the $x$-axis itself indicate periods when $k_u = \infty$ and the constraint is not being used. Note that the percentage of false negatives remains
close to zero except during periods of increase in $k$, and even then it remains reasonably low ($< 2\%$). (For clarity, only the nonzero false negative percentages are shown here and in subsequent experiments.)

### 6.7 Clustered-Arrival Constraints

In its strictest form, a clustered-arrival constraint on attribute $A$ of a stream $S$ specifies that tuples having duplicate values for $A$ arrive at successive positions in $S$. The relaxed $k$-constraint version (hereafter CA($k$)) specifies that the number of $S$ tuples with non-$v$ values for attribute $A$ between any two $S$ tuples with $A$ equal to $v$ is no greater than $k$. As always, $k = 0$ yields the strictest form of the constraint. Note that CA($k$) holds over a single stream, in contrast to RIDS($k$) which holds over a join of two streams.

**Definition 6.7.1 (CA($k$))** Constraint CA($k$) holds on attribute $A$ in stream $S$ if, for every pair of tuples $s_1, s_2 \in S$ with $s_1.A = s_2.A$, the clustering distance over $A$ between $s_1$ and $s_2$ (Section 6.2) is no greater than $k$.

#### 6.7.1 Modified Algorithm to Exploit CA($k$)

The benefits of RIDS($k$) constraints were focused on the reduction or elimination of No and Unknown synopsis components. CA($k$) constraints help eliminate tuples from all three components. Elimination of tuples from Yes and Unknown components is based on the following theorem.

**Theorem 6.7.1** Let $S$ be a stream in a join graph $G(Q)$ with $\text{Parents}(S) = \{S_1, S_2, \ldots, S_n\}$. A tuple $s \in S$ will not join with any future tuples to produce result tuples if the following conditions are satisfied for some $\rho \subseteq \{S_1, S_2, \ldots, S_n\}$:

- **C1**: $\rho \in \text{MinCover}(G(Q))$.
- **C2**: For all $S_i \in \rho$, no tuple in the current $S(S_i)$. Unknown component joins with $s$.
- **C3**: For all $S_i \in \rho$, no future tuple in $S_i$ can join with $s$. 

**Proof:** We will prove that if the three conditions in Theorem 6.7.1 are satisfied for a tuple $s \in S$, then no future result tuple can have $s$ as its component tuple from $S$. The proof is by contradiction. Assume that a future result tuple $t$ has $s$ as its component tuple from $S$. Since $t$ is a future result tuple, $t$ must contain at least one tuple that arrived after the conditions in Theorem 6.7.1 were satisfied. Without loss of generality, let this tuple be $r \in R$. By Lemma 6.3.2, all component tuples of $t$ belong to the respective *Yes* components of the streams, including all component tuples of $t$ from streams in the minimal cover $\rho$ in Theorem 6.7.1. From Condition C3 in Theorem 6.7.1, we can infer that $R \notin \rho$. Since $\rho$ is a cover of $G(Q)$, there exists a stream $U \in \rho$ such that $R$ is reachable from $U$. Let tuple $u \in U$ be the component tuple of $t$ from $U$. From Conditions C2 and C3 in Theorem 6.7.1 we can infer that $u$ was inserted into $S(U)$. *Yes* before the arrival of $r$ which contradicts Lemma 6.3.3.

Note that the proof did not use the fact that $\rho \subseteq \text{Parents}(S)$. Although this condition is not necessary for Theorem 6.7.1 to hold, it gives an efficient way to evaluate Condition C3 using $\text{CA}(k)$ or $\text{OAP}(k)$ constraints on attributes in $\text{Parents}(S)$ joining with $S$. 

Each $\rho \subseteq \{S_1, \ldots, S_n\}$ that forms a minimal cover of $G(Q)$ can be identified at query compilation time. For each such $\rho$, condition C2 in Theorem 6.7.1 can be evaluated at a given time by joining $s$ with the contents of $S(S_i)$. *Unknown*. A $\text{CA}(k)$ constraint on any one of $S_i$’s join attributes in $S_i \rightarrow S$ for each $S_i \in \rho$ is sufficient to evaluate condition C3, as follows. Let $S_i.A = S.B$ be a predicate in the $S_i \rightarrow S$ join, with $\text{CA}(k)$ on $S_i.A$. Once tuple $s_1$ arrives on $S_i$ with $s_1.A = v$, after $k + 1$ new tuples with $A \neq v$ arrive on $S_i$, no future $S_i$ tuple can have $A = v$. That is, no future tuple will join with a tuple $s \in S$ with $s.B = v$.

When we determine that a tuple $s \in S(S)$ satisfies conditions C1–C3 in Theorem 6.7.1, $s$ can be eliminated. Also, any tuple in $\{S_1, \ldots, S_n\}$ that joins with $s$ can be eliminated from whatever synopsis component it resides in. Recall from Section 6.3.1 that tuples in the *No* synopsis component of a stream $S$ are used only by parents of $S$ to move tuples from *Unknown* to *No*. Therefore, a tuple $s \in S(S).\text{No}$ can be removed if no future tuple in any stream $S' \in \text{Parents}(S)$ can join with $s$. $\text{CA}(k)$ constraints can be used to identify such tuples as explained above.
Example 6.7.1 Consider again the join graph and synopses in Figure 6.8(a). Suppose CA(1) holds on attribute $S_1.B$ and consider the following sequence of tuple arrivals in $S_1$: $(6,5), (8,8), (4,5), (11,10)$. After these arrivals, logically $S(S_1).Yes = \{(6,5), (4,5)\}$, logically $S(S_1).No = \{(11,10)\}$, and result tuples $(6,5,20,3)$ and $(4,5,15,3)$ are emitted (recall we do not store $S(S_1).Yes$ or $S(S_1).No$ in this case). On $S_1.B$ two non-5 values have appeared after the first 5, so by the CA(1) constraint no future tuple $s \in S_1$ will have $s.B = 5$. Furthermore, since no tuple in $S(S_1).Unknown$ has $B = 5$, the tuple $(5,3) \in S(S_3).Yes$ cannot contribute to any future result tuples and can be eliminated.

6.7.2 Implementing CA($k$) Usage

We have implemented our algorithm for exploiting CA($k$) constraints in the $m$-join operator in the $k$-Mon system. We use the criteria in Theorem 6.7.1 to delete tuples from the synopsis components of a stream $S$ if some $\rho \subseteq Parents(S)$ is a minimal cover and, for each $S' \in \rho$, we have a CA($k$) constraint on any one of $S'$’s join attributes in $S' \rightarrow S$. For each $S' \in \rho$ we maintain an auxiliary data structure, denoted $CA-Aux(S'.A)$, where $S'.A$ is a join attribute in $S' \rightarrow S$ on which CA($k$) holds with $k = k_u$. We also maintain a counter $C_{S'}$ of tuples that have arrived on $S'$. Furthermore, we maintain a bitmap of size $|\rho|$ per tuple $s \in S(S)$, with one bit per $S' \in \rho$ indicating whether $s$ satisfies Conditions C2 and C3 in Theorem 6.7.1 for $S'$.

$CA-Aux(S'.A)$ contains elements $(v, C_v)$, where $v$ is an $A$ value that arrived in $S'$ and $C_v$ is $C_{S'}$ minus the number of tuples with non-$v$ values of $A$ that arrived in $S'$ after the very first tuple in $S'$ with $A = v$. A hash index is maintained on the $A$ values in $CA-Aux(S'.A)$. Also, the elements in $CA-Aux(S'.A)$ are linked together in sorted order of $C_v$ values using a doubly-linked list.

When a tuple $s' \in S'$ arrives, the value of $s'.A$ is looked up in the hash index on $CA-Aux(S'.A)$. If an element $(v = s'.A, C_v)$ is present in $CA-Aux(S'.A)$, then we increment the corresponding $C_v$ value by 1. (The maximum clustering distance so far over $S'.A$ between any two tuples with $S'.A = v$ is $C_{S'} - C_v$, which is used by the CA($k$) monitoring
algorithm in Section 6.7.3.) Otherwise, we insert the element \((v = s'.A, C_{S'})\) into \(CA-Aux(S'.A)\). Both steps require very limited maintenance of the doubly-linked list linking the elements in sorted order of \(C_v\) values.

A periodic garbage collection phase uses the doubly-linked list to retrieve the elements \((v, C_v)\) with \(C_v < C_{S'} - k_u\). For these elements \(CA(k_u)\) guarantees that no future tuple in \(S'\) will have \(s'.A = v\). We look up \(S(S').Unknown\) to determine whether any tuple \(s'' \in S(S').Unknown\) has \(s'' = v\). If so, we skip \(v\) as per Condition C2 in Theorem 6.7.1. Otherwise, we look up \(S(S)\) to find whether any tuple \(s \in S(S)\) has \(s = v\). If not, we delete \((v, C_v)\) from \(CA-Aux(S'.A)\). Otherwise, we set the bit (initially false) corresponding to \(S\)’s bitmap to indicate that \(s\) satisfies Conditions C2 and C3 in Theorem 6.7.1 for \(S'\). If the bits corresponding to all streams in \(\rho\) are set in \(s\), we delete \(s\) and all tuples in parent and ancestor streams of \(S\) that join with \(s\). We delete \((v, C_v)\) from \(CA-Aux(S'.A)\).

### 6.7.3 Monitoring \(CA(k)\)

Monitoring \(CA(k)\) can be done very similarly to monitoring \(RIDS(k)\) as described in Section 6.6.3, except now we track clustering distances between tuples in the same stream instead of join distances across streams as in \(RIDS(k)\). With reference to Theorem 6.7.1, suppose we are monitoring \(CA(k)\) on join attribute \(A\) in stream \(S_i \in Parents(S)\). As with \(RIDS\), our monitoring algorithm mirrors query execution using \(k_e = c \cdot k_u\). In reality, the two are combined. Clustering distances can be tracked during query execution as described in Section 6.7.2. If the maximum clustering distance over \(S_i.A\) is observed as \(k' < k_u\) for the last \(W\) tuple arrivals in \(S_i\), then we set \(k_u = k'\). We ensure that the \(CA-Aux(S_i.A)\) entry corresponding to a tuple \(s \in S\) that would normally be discarded because of \(CA(k_u)\) on \(S_i.A\) is retained until \(s\) can be discarded because of \(CA(k_e)\). As with \(RIDS\), this step guarantees detection of increases in \(k\) within \(k_e\). For detecting increases beyond \(k_e\), with probability \(p\) we retain the \(CA-Aux(S_i.A)\) entry corresponding to a tuple \(s \in S\), which would normally be discarded because of \(CA(k_u)\), until \(s\) logically drops out of \(S\)’s window specified in the query. As with \(RIDS\), we conservatively set \(k_u = \infty\) on increase detection and the value is reset by decrease detection after \(W\) more arrivals.
6.7.4 Experimental Analysis for CA($k$)

We have implemented our algorithms to use and to monitor CA($k$) constraints in the $\text{mjoin}$ operator in the $k$-Mon system. We now report results from an experimental study of our algorithms based on this implementation. For the CA experiments we used the join graph shown in Figure 6.9(b). Figure 6.12 shows the memory reduction achieved by our query execution algorithm for different values of $k$. (Note the log scale on the $y$-axis in Figure 6.12.) We generated synthetic data for streams $S_1$, $S_2$, and $S_3$ with different arrival orders conforming to CA($k$) on both $S_1.A$ and $S_2.A$. Maximum clustering distances for distinct values of $S_1.A$ and $S_2.A$ are distributed uniformly in $[0, \ldots, k]$. The adherence is not varied over time in this experiment. To isolate the effect of the CA($k$) constraints, we generated the arrival order of tuples in $S_3$ to satisfy RIDS(0) on $S_1 \rightarrow S_3$ and $S_2 \rightarrow S_3$. However, the RIDS constraints are not used explicitly to reduce synopsis sizes. CA($k$) on the join attributes in $S_1$ and $S_2$ enables the removal of tuples from $S(S_3).Yes$, $S(S_3).No$, $S(S_1).Yes$, and $S(S_2).Yes$. Although RIDS(0) is not used, its presence in the input streams keeps the Unknown components empty. Hence the total memory overhead for the CA($k$) algorithm reaches its peak much before all windows fill up at around 550,000 tuples when
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Figure 6.13: Monitoring CA(k)

the memory overhead of SWJ stabilizes. (Windows over $S_1$ and $S_2$ fill up around 110,000 tuples.)

Figure 6.13 shows the performance of $k$-Mon using CA when $k$ varies over time. For this experiment, parameters $c$, $p$, and $W$ for the monitoring algorithm were set to 1.2, 0.01, and 1000 respectively. Notice again that the $k$ estimated by our monitoring algorithm tracks the actual $k$ closely so the number of false negatives produced by our execution component remains close to zero. Recall from Section 6.6.4 that points of the “estimated $k$” plot on the $x$-axis indicate periods when $k_u = \infty$ and the constraint is not being used.

6.8 Ordered-Arrival Constraints

In its strictest form, an ordered-arrival constraint on attribute $A$ of a stream $S$ specifies that the value of $A$ in any tuple $s \in S$ will be no less than the value of $A$ in any tuple that arrived before $s$, i.e., the stream is sorted by $A$. (We assume ascending order; obviously descending order is symmetric.) The relaxed $k$-constraint version (hereafter OA($k$)) specifies that for any tuple $s \in S$, $S$ tuples that arrive at least $k + 1$ tuples after $s$ will have a value of $A$ that is no less than $s.A$. As always, $k = 0$ is the strictest form, and like CA($k$), an OA($k$) constraint holds over a single stream.
Definition 6.8.1 (OA(k)) Constraint OA(k) holds on attribute A in stream S if for every pair of tuples $s_1, s_2 \in S$ with $\Sigma(s_1) < \Sigma(s_2)$ and $s_1.A > s_2.A$, the scrambling distance between $s_1$ and $s_2$ (Section 6.2) is no greater than k.

OA(k) is useful on join attributes, and we use it differently depending whether the constraint is on the parent stream or the child stream in a many-one join. Thus, we distinguish two classes of OA(k): ordered-arrival of parent stream (hereafter OAP(k)) and ordered-arrival of child stream (hereafter OAC(k)). The constraint monitoring algorithm is the same for both classes.

6.8.1 Modified Algorithm to Exploit OAP(k)

Like CA(k), OAP(k) constraints on the join attributes in streams $\{S_1, S_2, \ldots, S_n\}$ can be used to evaluate condition C3 in Theorem 6.7.1. Let $S_i.A = S.B$ be a predicate in the $S_i \rightarrow S$ join. If OAP(k) holds on $S_i.A$, once k $S_i$ tuples have arrived after a tuple $s_i \in S_i$, no future $S_i$ tuple can have $A < s_i.A$. That is, no future tuple will join with tuple $s \in S$ if $s.B < s_i.A$. Hence, an OAP(k) constraint on any one of $S_i$’s join attributes in $S_i \rightarrow S$ for each $S_i \in \rho$ is sufficient to evaluate condition C3 in Theorem 6.7.1. Note an advantage of OAP(k) constraints over CA(k) constraints: in the absence of RIDS, OAP(k) constraints can always eliminate dangling tuples in S (tuples that never join), while CA(k) cannot. The algorithm can be extended in a straightforward manner to the case where a mix of CA(k) and OAP(k) constraints hold over streams in $\rho$ in Theorem 6.7.1.

6.8.2 Implementing OAP(k) Usage

We have incorporated our algorithm for exploiting RIDS(k) constraints into the $\text{m} \Join \text{in}$ operator in the $k$-Mon system. We use the criteria in Theorem 6.7.1 to delete tuples from the synopsis components of a stream S if some $\rho \subseteq Parents(S)$ is a minimal cover and, for each $S' \in \rho$, we have an OAP(k) constraint on one of $S'$’s join attributes in $S' \rightarrow S$. Let $S' \in \rho$ and let $S'.A$ be a join attribute in $S' \rightarrow S$ on which OAP(k) holds with $k = k_u$. Also, let max denote the maximum value of $A$ seen so far on $S'$. We maintain a sliding window $[\text{max}_1, \ldots, \text{max}_{k_u+1}]$ containing the values of max after each of the last $k_u + 1$
arrivals in $S'$, with $\max_1$ being the most recent value. OAP($k_u$) guarantees that no future tuple $s' \in S'$ will have $s'.A < \max_{k_u+1}$.

In addition, for each $S' \in \rho$ we maintain an equi-width histogram, denoted $\text{hist}(S'.A)$, on the values of $S'.A$ in $S(S')$. Unknown. The histogram is implemented as a circular buffer that can grow and shrink dynamically. Whenever a tuple $s' \in S'$ is inserted into or deleted from $S(S')$. Unknown, the count of the bucket in $\text{hist}(S'.A)$ containing $s'.A$ is incremented or decremented, respectively. Whenever the count of the first bucket in $\text{hist}(S'.A)$, i.e., the bucket corresponding to the smallest values, drops to 0, we delete the bucket if its upper bound is $< \max_{k_u+1}$. Notice that any tuple $s' \in S'$ inserted into $S(S')$. Unknown will have $s'.A \geq \max_{k_u+1}$.

A periodic garbage collection phase retrieves the lower bound of the first bucket in $\text{hist}(S'.A)$, denoted $A_{lo}$. If $S.B$ is an attribute in $S$ involved in a join with $S'.A$, then any tuple $s \in S$ with $s.B < A_{lo}$ will not join with any tuple $s' \in S(S')$. Unknown. Thus, $s$ satisfies Condition C2 in Theorem 6.7.1. Also, if $s.B < \max_{k_u+1}$, then $s$ will not join with any future tuple in $S'$, satisfying Condition C3 in Theorem 6.7.1. We use an index that enables range scans on $S.B$ in $S(S)$ to retrieve tuples $s \in S$ that have $s.B$ less than the minimum of $A_{lo}$ and $\max_{k_u+1}$. For each retrieved tuple $s$, we set the bit corresponding to $S'$ in a bitmap maintained with $s$ (similar to CA($k$) usage in Section 6.7.2) to indicate that $s$ satisfies Conditions C2 and C3 in Theorem 6.7.1 for $S'$. (We use the index to scan $S(S)$ in non-increasing order of $S.B$ values so that we do not access tuples that were already marked in an earlier garbage collection step.) If the bits corresponding to all streams in $\rho$ are set in $s$, we delete $s$ and all tuples in parent and ancestor streams of $S$ that join with $s$.

We have also experimented with other ways of implementing OAP($k$) usage. The technique described here gave us the best tradeoff between memory reduction and computation time.

### 6.8.3 Monitoring OA($k$)

Consider monitoring $k$ for OA on attribute $A$ in stream $S$. We use a different technique than that used for RIDS and CA, although we still integrate monitoring with query execution to avoid duplicating state and computation. As mentioned in Section 6.8.2, we maintain a
sliding window \([\text{max}_1, \ldots, \text{max}_{k_u+1}]\) containing the maximum value of \(A\) after each of the last \(k_u + 1\) arrivals, with \(\text{max}_1\) being the most recent value. When a tuple \(s \in S\) arrives, we compute the current maximum scrambling distance \(d_s\) involving tuple \(s\) as follows. If \(s.A \geq \text{max}_1\), then \(d_s = 0\) since \(s.A \geq \) all values seen so far. Otherwise, we perform a binary search on the window of \(\text{max}\) values to find \(i\) such that \(\text{max}_{i+1} \leq s.A < \text{max}_i\). If such an \(i\) exists, then \(d_s = i \leq k_u\), otherwise \(d_s > k_u\).

Consider decreases to \(k\) first. If there is a \(k' < k_u\) such that all \(d_s\) values are \(\leq k'\) over the last \(W\) tuple arrivals in \(S\), then we set \(k_u = k'\) and notify the Executor. We have an increase when \(d_s > k_u\). As with RIDS and CA, we set \(k_u = \infty\), notify the Executor, and allow \(k_u\) to be reset by decrease detection. Note that when \(k_u = \infty\), the window of \(\text{max}\) values grows in size, but it can only grow indefinitely if \(k\) values increase indefinitely as well. (In practice we do not let the window grow beyond a threshold.) Finally, if we wish to speed up “convergence” of the new \(k\) value after an increase, we can maintain \(k_e = c \cdot k_u\) elements in our window of \(\text{max}\) values for some \(c > 1\).

### 6.8.4 Experimental Analysis for OAP\((k)\)

We have implemented our algorithms to use and to monitor OAP\((k)\) constraints in the \texttt{mjoin} operator in the \(k\)-Mon system. We now report results from an experimental study of our algorithms based on this implementation. For the OAP experiments we used the same join graph as for CA (Figure 6.9(b)). Figure 6.14 shows the memory reduction achieved by the Executor for different values of \(k\). The data generation was similar to that for CA except here we adhere to OAP\((k)\) on \(S_1.A\) and \(S_2.A\). Maximum scrambling distances for distinct values of \(S_1.A\) and \(S_2.A\) are distributed uniformly in \([0, \ldots, k]\). In Figure 6.14, the total memory requirement for each value of \(k\) varies around some fairly fixed value. The scale of variation is determined by the degree of out-of-order arrival in the streams, which in turn is proportional to \(k\). Hence higher values of \(k\) cause larger variation. (Note the log scale on the \(y\)-axis in Figure 6.14.) As adherence to OAP decreases, i.e., as \(k\) increases, the peak memory overhead increases.

Figure 6.15 shows the performance of \(k\)-Mon using OAP when \(k\) varies over time. Parameters \(c\) and \(W\) for the monitoring algorithm were set to 1.2 and 1000 respectively.
The number of false negatives produced remains close to zero except during one period of increasing $k$ where the percentage of false negatives goes up to 2.3%.
6.8.5 Modified Algorithm to Exploit OAC\((k)\)

Recall that an OAC\((k)\) constraint is an OA\((k)\) constraint holding on a join attribute in a child stream in a many-one join. The treatment of OAC\((k)\) is similar to RIDS\((k)\). OAC\((k)\) constraints allow us to eliminate \(No\) components without running the risk of leaving tuples in parent or ancestor \(Unknown\) components until they drop out of their windows (Section 6.3.1). Recall from Section 6.6 that RIDS\((k)\) constraints are used for the same purpose.

Consider a join graph \(G(\mathcal{Q})\) and a stream \(S \in G(\mathcal{Q})\). Suppose for each stream \(S' \in \text{Parents}(S)\) we have OAC\((k)\) on \(S.A\), where \(S'.B = S.A\) is a predicate in the \(S' \rightarrow S\) join. Then we can eliminate \(S(S)\).\(No\) entirely. Recall that our basic query processing algorithm uses \(S(S)\).\(No\) to determine whether a parent tuple \(s' \in S'\) belongs to \(S(S')\).\(No\). With an OA\((k)\) constraint on \(S.A\), we can continuously maintain a value \(S.A_{lo}\) such that no future tuple \(s \in S\) will have \(s.A < S.A_{lo}\). For a tuple \(s' \in S'\) with \(s'.B < S.A_{lo}\), either \(s'\)’s child tuple \(s \in S\) has arrived, or it will never arrive. Hence, the absence of \(S(S)\).\(No\) will not leave tuples blocked in \(S(S')\).\(Unknown\) indefinitely.

**Example 6.8.1** Consider the join graph and synopses in Figure 6.8(a). Suppose OAC\((2)\) holds on \(S_3.B\), so we eliminate \(S(S_3)\).\(No\), and suppose the \(S_3\) tuples shown in the figure arrived in the order \((7, 9), (5, 3), (10, 12)\). By OAC\((2)\), \(S_3.B_{lo} = 7\). Suppose a tuple \(s_1 = (6, 4)\) arrives in \(S_1\). Since \(s_1.B < S_3.B_{lo}\) and \(S(S_3).(\text{Yes} \cup \text{Unknown})\) does not contain \(s_1\)’s child tuple in \(S_3\), either \(s_1\)’s child tuple was eliminated as part of \(S(S_3)\).\(No\) or \(s_1\) is a dangling tuple. In either case, logically \(s_1 \in S(S_1)\).\(No\) and it can be eliminated.

6.8.6 Implementing OAC\((k)\) Usage

We have incorporated our algorithm for exploiting OAC\((k)\) constraints into the m\(\text{join}\) operator in the \(k\)-Mon system. We exploit OAC\((k)\) constraints to eliminate \(S(S)\).\(No\) if for each stream \(S' \in \text{Parents}(S)\) we have OAC\((k)\) on \(S.A\), where \(S.A\) is an attribute in the \(S' \rightarrow S\) join. For simplicity, let us assume that all streams \(S' \in \text{Parents}(S)\) are involved in a join with \(S\) on the same attribute \(S.A\), and OAC\((k)\) holds on \(S.A\) for \(k = k'\). It is easy to extend to the case when more than one attribute in \(S\) is involved in joins with the parent streams, and OAC\((k)\) constraints hold on these attributes. We maintain a sliding
window containing the values of \( S.A \) in the last \( k' + 1 \) tuples in \( S \). If we denote the values in the window as \( W[0], W[1], \ldots, W[k'] \), with \( W[k'] \) being the most recent value, OAC(\( k' \)) guarantees that no future tuple \( s \in S \) will have \( s.A < W[0] \).

For each stream \( S' \in \text{Parents}(S) \), we maintain an index enabling range scans on the attribute \( S'.B \) involved in a join with \( S.A \). During each garbage collection phase, we use this index to retrieve tuples \( s' \in S' \) with \( s'.B < W[0] \), which guarantees that the child tuple of \( s' \) in \( S \) will not arrive in the future. After retrieving \( s' \), we delete the entry corresponding to \( s' \) from this index. We then join \( s' \) with \( S(S).Yes \cup S(S).Unknown \). (This join is a lookup on the hash index on \( S.A \) that is used for regular join processing.) If the child tuple is not found, we move \( s' \) to \( S(S').No \) and propagate the effects of this insertion as listed in Procedure \( S(S).No: \text{InsertTuple}(s) \) (Figure 6.6). If the tuple is found, nothing needs to be done.

### 6.8.7 Experimental Analysis for OAC(\( k \))

We have implemented our algorithms to use and to monitor OAC(\( k \)) constraints in the \texttt{mjoin} operator in the \( k \)-Mon system. We now report results from an experimental study of our algorithms based on this implementation. For the OAC experiments we used the join graph shown in Figure 6.9(c) and the results are shown in Figure 6.16. Streams \( S_1 \) and \( S_2 \) were generated with different arrival orders conforming to OAC(\( k \)) on \( S_2.A \) for varying values of \( k \). Maximum scrambling distances for distinct values of \( S_2.A \) are distributed uniformly in \([0, \ldots, k]\). OAC(\( k \)) on \( S_2.A \) eliminates \( S(S_2).No \) completely. The sharp drop in synopsis size for \( k = 10,000 \) in Figure 6.16 around 60,000 tuples is because the total number of tuples in \( S_2 \) crosses 10,000 at this point and the system starts eliminating tuples from \( S_1 \) that arrived after their child tuple was dropped from \( S(S_2).No \). The corresponding drop for \( k = 20,000 \) is less dramatic because many of the tuples that could have been dropped have already dropped out of the window over \( S_1 \) (recall from 6.3.2 that we discard tuples that drop out of their respective windows). Figure 6.16 shows the increase in memory overhead as the adherence to OAC decreases, i.e., as \( k \) increases.
6.9 Computational Overhead

The experiments in Sections 6.6.4, 6.7.4, and 6.8.4 demonstrate the effectiveness of our \( k \)-constraint approach in reducing the memory requirement compared to SWJ. In Table 6.1 we show the per-tuple processing time for each of our algorithms for different values of \( k \), along with SWJ which has no computational overhead apart from evaluating the join itself. Each entry in Table 6.1 is of the form \( \frac{t_1(d_1)}{t_2(d_2)} \), where \( t_1 \) is the average per-tuple processing time for \( k \)-Mon, which includes monitoring and all other overhead specific to \( k \)-Mon. \( d_1 \) is half the width of the 95% confidence interval on \( t_1 \). \( t_2 \) and \( d_2 \) are the corresponding times for SWJ. These values were computed from the experiments in Figures 6.10, 6.12, and 6.14 based on the total time to process a million tuples after the system had stabilized. All times are in microseconds. The throughput achieved in our experiments was on the order of 20,000–50,000 tuples per second. Recall that all experiments were run on a 700 MHz Linux machine with 1024 KB processor cache and 2 GB memory.

The computational overhead of our approach when compared to SWJ is low for the CA, OAP, and OAC algorithms, and it remains fairly stable as \( k \) increases. However, the overhead for RIDS increases with \( k \), going to about 64% at \( k = 20,000 \). Although 64%
### 6.10 Constraint Combination

In Sections 6.6–6.8 we discussed constraint types RIDS, CA, OAP, and OAC, in each case exploiting constraints of that type without considering the simultaneous presence of constraints of another type. In this section we briefly explore the interaction of multiple simultaneous constraints of different types. To begin, we review the synopsis components that may be reduced or eliminated by the four constraint types independently, summarized in Table 6.2.

It is never the case that combining constraints of different types results in a situation where we can eliminate fewer synopsis tuples than the union of the tuples eliminated by considering the constraints independently. Furthermore, in some cases combining constraints allows us to eliminate more tuples, as seen in the following example.

**Example 6.10.1** Consider the join graph and synopses in Figure 6.8(a). Suppose CA(0) holds on $S_1.A$ and OAC(0) holds on $S_3.B$. Consider the following sequence of tuple arrivals in $S_1$: (4, 5), (6, 8), (3, 13). Let us consider three different situations: (i) only the CA constraint is used; (ii) only the OAC constraint is used; (iii) both constraints are used simultaneously. All three situations infer (4, 5) to be in $\mathcal{S}(S_1).Yes$ and drop additional overhead per tuple may sound excessive, it can still be a viable approach if the data stream system has excess processor cycles but not enough memory to support its workload [39, 75].

![Table 6.1: Tuple-processing times (microseconds) for different $k$](image)

<table>
<thead>
<tr>
<th>Alg.</th>
<th>$k=0$</th>
<th>$k=1000$</th>
<th>$k=5000$</th>
<th>$k=10000$</th>
<th>$k=20000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIDS</td>
<td>20.1(0.84)</td>
<td>40.46(1.72)</td>
<td>42.86(3.62)</td>
<td>45.11(3.96)</td>
<td>46.01(4.84)</td>
</tr>
<tr>
<td>CA</td>
<td>22.18(1.14)</td>
<td>24.7(1.32)</td>
<td>25.13(1.26)</td>
<td>27.04(1.78)</td>
<td>28.32(2.56)</td>
</tr>
<tr>
<td>OAP</td>
<td>21.02(1.12)</td>
<td>23.1(1.56)</td>
<td>24.42(1.8)</td>
<td>25.96(2.14)</td>
<td>26.94(2.98)</td>
</tr>
<tr>
<td>OAC</td>
<td>20.11(1.12)</td>
<td>20.94(1.96)</td>
<td>20.86(2.74)</td>
<td>21.72(3.14)</td>
<td>22.36(2.92)</td>
</tr>
</tbody>
</table>

| | | | | | |
| | | | | | |
| | | | | | |
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### Table 6.2: Summary of synopsis reductions

<table>
<thead>
<tr>
<th>k-constraint for $S_1 \rightarrow S_2$</th>
<th>Can reduce or eliminate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Default</strong></td>
<td>$S(S_1)$. Yes if ${S_1}$ is a cover, $S(S_1)$. No if $S_1$ is a root stream</td>
</tr>
<tr>
<td><strong>RIDS</strong></td>
<td>$S(S_2)$. No, $S(S_1)$. Unknown</td>
</tr>
<tr>
<td><strong>CA on $S_1.A$</strong></td>
<td>$S(S_1)$. Yes, non-dangling tuples in $S(S_2)$. ($Yes \cup No \cup S(S_2)$). Unknown</td>
</tr>
<tr>
<td><strong>OAP on $S_1.A$</strong></td>
<td>$S(S_1)$. Yes, $S(S_2)$. ($Yes \cup No \cup Unknown$)</td>
</tr>
<tr>
<td><strong>OAC on $S_2.A$</strong></td>
<td>$S(S_2)$. No, $S(S_1)$. Unknown</td>
</tr>
</tbody>
</table>

it after result tuple $(4, 5, 15, 3)$ is emitted. When only CA(0) on $S_1.A$ is used, $(6, 8)$ ends up in $S(S_1)$. Unknown since its child tuple in $S_3$ has not arrived. CA(0) infers that $(4, 15) \in S(S_2)$. Yes will not produce any future result tuples and eliminates it. But it is unable to eliminate $(6, 20) \in S(S_2)$. Yes because parent tuple $(6, 8)$ is in $S(S_1)$. Unknown. OAC(0) (which eliminates $S(S_3)$. No) infers $(6, 8)$ to be in $S(S_1)$. No since a value 10 has arrived in $S_3.B$ and no tuple in $S(S_3)$. ($Yes \cup Unknown$) has $B = 8$, and eliminates $(6, 8)$. But OAC(0) on $S_3.B$ cannot eliminate any tuple in $S(S_2)$. Yes. Now consider what happens when both constraints are used simultaneously. Independently, OAC(0) will eliminate $(6, 8) \in S_1$, and CA(0) will eliminate $(4, 15) \in S_2$, as explained above. Additionally, since no tuple in $S(S_1)$. Unknown has $A = 6$, CA(0) eliminates $(6, 20) \in S(S_2)$. Yes, which it was unable to eliminate earlier. Using both constraints simultaneously thus gives better synopsis reduction than the union of their independent reductions.

In Figure 6.17 we report an experimental result showing the effect of combining CA and OAC constraints for the join graph in Figure 6.9(a). We generated synthetic streams $S_1, S_2$, and $S_3$ with CA(0) on $S_1.A$ and OAC(5000) on $S_3.B$. On average, 25% of the tuples in $S_1$ have no joining (child) tuple in $S_3$. Using both constraints simultaneously gives the best memory reduction in Figure 6.17. In terms of computational overhead, the per-tuple processing time is $23.14 \mu s$ when OAC alone is used, $25.2 \mu s$ when CA alone is used, and $28.22 \mu s$ when both constraints are used simultaneously.

However, there is an interesting subtlety when we mix multiple constraint types. Although exploiting multiple constraints will never decrease the number of tuples that can be eliminated from synopses, in certain cases it can increase the length of time that tuples remain in synopses before they are eliminated, as seen in the following example.
Example 6.10.2 Consider the join graph and synopses in Figure 6.8(a). Suppose CA(0) holds on $S_1 . B$ and RIDS(3) holds on the $S_1 \rightarrow S_3$ join. Let us consider two different situations: (i) only the CA constraint is used; (ii) the CA and RIDS constraints are used simultaneously. Consider the following sequence of tuple arrivals in $S_1$: (6, 10), (4, 10), (8, 8).

When only CA(0) on $S_1 . B$ is used, (6, 10) and (4, 10) join with their child tuple (10, 12) $\in S(S_3).No$ and get dropped. Also, (10, 12) $\in S(S_3).No$ is eliminated since CA(0) infers that no future tuple in $S_1$ will join with it. If RIDS(3) is also used, (10, 12) $\in S(S_3)$ would have been dropped on arrival since $S(S_3).No$ is not stored. Thus, (6, 10) and (4, 10) end up in $S(S_1).Unknown$ on arrival. They are dropped only after three additional tuples arrive in $S_3$, and hence remain in $S(S_1)$ longer than when CA(0) alone is used.

In Figure 6.18 we report an experimental result illustrating the effect. We used the join graph shown in Figure 6.9(c) for this experiment, with the filter predicate having 10% selectivity. We generated synthetic streams $S_1$ and $S_2$ with CA(5000) on $S_1 . A$ and RIDS($k$) on the join, varying the RIDS adherence parameter $k$ in the experiment. $S_1 \rightarrow S_2$ has an average multiplicity of 2 for tuples in $S_2$ and a multiplicity of 1 for tuples in $S_1$. The $y$-axis in Figure 6.18 shows the total memory in use after 600,000 tuples have been processed. Once $k$ increases beyond 2000 (roughly), the simultaneous use of both constraints performs
worse because of the extra time RIDS requires to eliminate tuples in $S(S_1)$. Unknown that arrived after their child tuple was dropped from $S(S_2)$. No.

Based on the observations in this section, if we are interested in minimizing the time-averaged total synopsis size, then we are faced with the problem of selecting which constraints to exploit and which to ignore. For a complex join graph with numerous interacting constraints of different types, this constraint selection problem is quite difficult. Our current implementation of $k$-Mon uses all $k$-constraints with $k$ lower than a user-specified threshold, and no others.

### 6.11 $k$-Constraints in the Linear Road Queries

The experiments reported so far in this chapter were done using synthetic data streams on the $k$-Mon system. We now show how queries in the Linear Road Benchmark, a benchmark developed for DSMSs [6], benefit from $k$-constraints. For this purpose we implemented our algorithms for monitoring and exploiting join constraints in the STREAM prototype DSMS. Specifically, we extended STREAM’s $\text{m\text{\textunderscore}join}$ operator to use many-one join constraints and RIDS($k$) constraints for memory reduction, and to monitor RIDS($k$) constraints automatically. (CA($k$) and OA($k$) constraints were not implemented in STREAM.)
Select distinct sid From
  (Select cid, sid From
    (CarStr [Partition By cid Rows 1]) as LastRep,
    (Select distinct cid From
      CarStr [Range 30 seconds]) as CurActiveCars
  Where LastRep.cid = CurActiveCars.cid)
  as CurCarSeg,
(Select cid
  From CarStr [Partition By cid Rows 4]
  Group By cid
  Having count (distinct xpos) = 1 and count(*) = 4)
  as AccCars
Where CurCarSeg.cid = AccCars.cid

Figure 6.19: AccSeg query from Linear Road

Many-one join constraints are registered at the DSMS when the streams are registered. Our implementation of the algorithms for \( k \)-constraints in STREAM follows the same steps as our implementation of the corresponding algorithms in the \( k \)-Mon system; see Section 6.5.

We consider one Linear Road query in detail, then summarize our results. For presentation we simplify the main input stream of the Linear Road application to:

\[
\text{CarStr}(cid, xpos, sid)
\]

Each tuple in \( \text{CarStr} \) is a report from a sensor in a car identified by \( cid \). The tuple indicates that the car was at position \( xpos \) in the expressway segment \( sid \) when the report was generated. For details see [4, 6].

One of the Linear Road queries, referred to as \( \text{AccSeg} \) in [4], tracks segments where accidents may have occurred. A possible accident is identified when the last four reports from a car have the same \( xpos \). (\( xpos \) is global, not relative to segments.) The query is specified in CQL in Figure 6.19. This query uses partitioned sliding windows on \( \text{CarStr} \) which contain the last \( N \) (\( N = 1, 4 \)) tuples in \( \text{CarStr} \) for each unique \( cid \). Note that this query could have been written in a slightly simpler form by exploiting the fact that \( sid \) is functionally determined by \( xpos \), but the more complex form is useful anyway for illustrative purposes.
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Table 6.3: Results for Linear Road queries

<table>
<thead>
<tr>
<th>Query (from [4])</th>
<th>Constraints</th>
<th>Memory used (ratio)</th>
<th>Tuple proc.time (ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CurCarSeg</td>
<td>Many-one</td>
<td>0.09</td>
<td>0.65</td>
</tr>
<tr>
<td>AccSeg</td>
<td>RIDS</td>
<td>0.13</td>
<td>0.99</td>
</tr>
<tr>
<td>CarExitStr</td>
<td>RIDS</td>
<td>0.10</td>
<td>0.49</td>
</tr>
<tr>
<td>NegTollStr</td>
<td>RIDS</td>
<td>0.13</td>
<td>0.62</td>
</tr>
</tbody>
</table>

LastRep tracks the most recent report from each car. CurActiveCars tracks cars that have reported within the last 30 seconds, which are the cars active currently. CurCarSeg is the join of LastRep and CurActiveCars, tracking the current segment for each active car. AccCars tracks cars involved in recent possible accidents, and its join with CurCarSeg locates the segments where these cars reported from.

Linear Road simulates approximately 1 million cars [6]. Thus, joins in AccSeg require large synopses, e.g., the synopsis for LastRep can occupy around 8 Megabytes of memory. $k$-Mon identifies and exploits three constraints in AccSeg, reducing the memory requirement substantially as shown in Table 6.3. The join from LastRep to CurActiveCars (producing CurCarSeg) and the join from CurCarSeg to AccCars (producing AccSeg) are both many-one. Furthermore, RIDS($k$) holds on the join from CurCarSeg to AccCars for a small value of $k$ that is data-dependent but easily tracked through monitoring.

Eighteen single-block queries are used to express the Linear Road continuous queries in CQL [4]. Twelve of them have joins, of which seven are many-one joins. (Four out of the remaining five are a special type of spatial join.) Six out of the seven single-block queries with many-one joins benefit substantially from our technique. The constraints that apply, the memory reduction achieved by $k$-Mon in steady state, and the tuple processing time are given for four of these six single-block queries in Table 6.3. The remaining two queries which benefit from our technique use the same joins as one of the four queries reported here, and thus the performance improvements are identical.

The memory used and tuple processing times in Table 6.3 are ratios of the form $X/Y$, where $X$ and $Y$ are the measured steady-state values with and without using constraints, respectively. For these experiments we used a dataset provided by the authors of the Linear Road benchmark in June 2003. For the queries listed in Table 6.3, $k$-Mon reduces the memory requirement by nearly an order of magnitude. The scale of memory reduction
enables $k$-Mon to reduce tuple-processing times as well. (All joins used hash indexes on $cid$.) Furthermore, $k$-Mon produces accurate results for all of these queries.

### 6.12 Related Work

Most current work on processing join queries over streams, e.g., [31, 39, 56, 61, 75], requires finite windows to be specified on all streams. Window sizes are often set conservatively in such cases to ensure with high probability that joining tuples do fall into concurrent windows, since properties of streams may not be known. The SWJ algorithm (Section 6.1.5) may waste an excessive amount of memory in this situation, while $k$-Mon reduces synopses to contain only the data actually needed. Furthermore, window sizes may be dictated by application-specific requirements unrelated to the properties of input streams, as in our example network monitoring query. The window sizes in this query were set to 10 minutes because the application needed to track the total traffic from a customer network that went through a specific set of links in an ISP’s network within the last 10 minutes. Based on the window specifications alone, it is not possible for the query processor to identify that the synopsis sizes can be reduced considerably, without compromising result accuracy. Finally, our approach permits users to omit window specifications entirely (with the default of an unbounded window), since we use $k$-constraints to effectively impose the appropriate windows based on properties of the data.

The work most closely approaching ours is punctuated data streams [111]. Punctuations are assertions inserted into a stream to convey information on what can or cannot appear in the remainder of the stream. The query processor can use this information to reduce memory overhead for joins and aggregation and to know when results of blocking operators can be streamed. However, [111] does not address constraints over multiple streams, adherence parameters, or constraint monitoring. Reference [81] mentions how partial out-of-order arrival of streams (e.g., OA$(k)$ on the timestamp) can be conveyed using punctuations from external stream sources to the DSMS. However, [81] does not address adaptive monitoring of these constraints at the DSMS or using constraints to reduce run-time state in stream join plans.

W-join, a multi-way windowed stream join operator supporting many types of sliding window specifications and algorithms to reduce stored data based on these specifications,
is proposed in [61]. W-join does not address other types of constraints, adherence parameters, or constraint monitoring. Other techniques for controlling memory overhead in continuous query environments include using disk to buffer data for memory overflows [29, 71, 113], grouping queries or operators to minimize memory usage [34, 84], a wide variety of memory-efficient approximation techniques [44, 49, 54, 104], and runtime load shedding [15, 107]. None of these approaches consider constraints on streams as a method of reducing the data that must be stored during query processing. Reference [103] proposes techniques for reordering stream tuples when they do not arrive in timestamp order at the DSMS, as discussed in Section 6.1.4.

Reference [50] presents a language for expressing constraints over relations and views and develops algorithms to exploit the constraints for deleting data no longer needed for maintaining materialized views. However, the language and algorithms in [50] are inadequate to support constraints over streams (as opposed to relations) because streams have arrival characteristics in addition to data characteristics. Reference [66] exploits clustering based on the time of data creation to use SWJ-like techniques for joins over regular relations.

Algorithms to detect strict stream ordering or clustering with low space and time overhead are presented in [48], and [2] proposes algorithms to count the number of out-of-order pairs of stream elements. These algorithms do not address constraints over multiple streams, adherence parameters, or query processing.

6.13 Conclusion

Query plans in DSMSs often require significant amounts of run-time state to be stored and maintained while processing windowed stream joins, leading to large memory requirements. To address this problem, we proposed the concept of $k$-constraints: “relaxed” versions of strict constraints like referential integrity, ordering, and clustering, that are more likely to hold in data stream environments than their strict counterparts. The adherence parameter $k$ captures how closely streams adhere to the constraint. $k$-constraints can be exploited to reduce run-time state in windowed stream join plans considerably without compromising the accuracy of the join result.
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We considered three common types of $k$-constraints in a DSMS: Referential Integrity over Data Streams (RIDS($k$)), Clustered Arrival (CA($k$)), and Ordered Arrival (OAP($k$) and OAC($k$)). For each constraint type:

- We developed algorithms that can be incorporated into a plan for windowed stream joins to reduce the run-time state that needs to be stored and maintained by the plan.
- We developed algorithms for monitoring the value of $k$ for these constraints in input streams. Our monitoring algorithms can be combined with the query execution algorithms to reduce their run-time overhead.

We reported experimental results based on an implementation of our algorithms in the $k$-Mon system for processing windowed joins over data streams. For a wide range of values of $k$, our algorithms are effective at reducing run-time memory requirements for windowed stream join plans; see Figures 6.10, 6.12, 6.14, and 6.16. Note that low to medium values of $k$ capture situations where streams come close to satisfying constraints, but they do not satisfy strict constraints at all points in time. Our experiments also showed that $k$-constraints can be monitored and incorporated into query processing with low computational overhead and with minimal reduction in the accuracy of query results; see Figures 6.11, 6.13, and 6.15, and Table 6.1. We studied the interaction among different $k$-constraints briefly. Our results showed that using all available $k$-constraints may not be the best choice if we are interested in minimizing the time-averaged total synopsis size; e.g., see Figure 6.18.

Finally, we showed how queries in the Linear Road Benchmark for DSMSs benefit significantly from $k$-constraints. For some of these queries, our algorithms reduced the overall memory requirement by almost an order of magnitude; see Table 6.3. This scale of memory reduction also enabled our algorithms to reduce the latency of query results, up to 50% in some cases.

The Linear Road Benchmark highlights the ability of our approach to achieve good memory reduction in a complex application. The user simply provides declarative query specifications and is freed from any concern over stream properties or special execution strategies. The system detects automatically those properties of the data and queries that can be exploited to reduce the ongoing memory requirement during continuous query processing.
Chapter 7

Future Directions in Adaptive Query Processing

In this thesis we addressed the need for adaptive processing of continuous queries over data streams in a DSMS. Adaptive query processing (AQP) is required in a DSMS because stream and system conditions may change during the lifetime of long-running continuous queries. In Chapter 3 we proposed the generic StreaMon framework for AQP in a DSMS. In the subsequent chapters we described three instantiations of StreaMon:

1. The A-Greedy algorithm and its variants for adaptive processing of pipelined filter queries (Chapter 4)
2. The A-Caching algorithm for adaptive placement of subresult caches in pipelined plans for windowed stream joins (Chapter 5)
3. The \( k \)-Mon approach for detecting relaxed constraints in input streams and exploiting these constraints to reduce memory requirements in query plans for windowed stream joins (Chapter 6)

For adaptive processing of continuous queries that are more complex than those considered in this thesis, StreaMon also becomes more complex, and may incur high run-time overhead. For example, recalling StreaMon’s overall architecture (Section 3.1 in Chapter 3), the Re-optimizer must search through larger plan spaces to find good plans, the
Profiler needs to monitor more statistics, and plan-switching costs in the Executor increase because of increased plan state. In Section 7.1 of this chapter we briefly present a new technique, called plan logging, that should enable StreaMon to handle much more complex queries adaptively.

While our focus in this thesis is on applying AQP in a DSMS, AQP is also useful in conventional DBMSs, addressing the issue that optimizers sometimes pick plans that perform poorly compared to the actual best plan. We describe how previous work has used AQP to detect and correct optimizer mistakes in DBMSs. However, previous approaches have some significant shortcomings. In Section 7.2 of this chapter we present a new technique for DBMSs, called proactive re-optimization, that addresses shortcomings of previous work.

### 7.1 Plan Logging

StreaMon currently supports AQP for relatively simple classes of continuous queries, e.g., pipelined filters and windowed stream joins. A next step is for StreaMon to handle more complex queries and larger plan spaces adaptively: to simultaneously consider access methods and plan shapes, memory allocation to operators, parallelism, and sharing of synopses like windows and caches within a query plan. However, run-time overhead to support AQP increases significantly as plan spaces expand: the Re-optimizer must search through the larger plan space, more statistics need to be tracked, and plan-switching costs increase because of increased plan state. Furthermore, larger plan-switching costs exaggerate the effect of thrashing if the system reacts too rapidly to changes. In this section, we outline plan logging, a promising extension to StreaMon to attack these problems.

With plan logging for a continuous query $Q$, the Profiler continuously logs the statistics relevant to $Q$ that it collects, and the Re-optimizer logs the corresponding plan that it picked for $Q$ based on these statistics. For example, entries in the log for query $Q$ may have the form $(t, S, P)$ indicating that the Re-optimizer picked plan $P$ for query $Q$ based on statistics $S$ observed at time $t$.

Over time, the entries for query $Q$ in the log effectively capture the path traversed by the system in the space of statistics relevant to $Q$. That is, we can consider a high-dimensional space containing a dimension for each independent input statistic relevant to $Q$, e.g., input
stream arrival rates, filter selectivities, and join selectivities between streams. For each point \( S \) in the space of statistics relevant to \( Q \), there is a plan \( P \) that is optimal for \( Q \) with respect to the desired cost metric, e.g., the unit-time cost metric introduced in Section 3.1 in Chapter 3. (If the properties of the input are exactly as specified by \( S \), then plan \( P \) indeed has the minimum cost among all plans for \( Q \).) The information in the log for \( Q \), which captures the space of statistics relevant to \( Q \), can be used in StreaMon as follows:

- By grouping together log entries that contain the same plan \( P \) for query \( Q \), the system can identify regions in the space of statistics relevant to \( Q \) where \( P \) is optimal. This information can be used to pick plans without full optimization, and thus with lower overhead, when \( Q \) is re-optimized under statistical conditions that fall in regions seen previously.

- The system can identify those statistics whose changes most contribute to significant changes in the selected plan. This information can be used to reduce run-time overhead by reducing the tracking of “unimportant” statistics.

- The history captured by the log can be used to do an online “what-if” analysis. For example, the system can identify the performance that it could have achieved without adaptivity, e.g., the average performance of the single best plan over a time interval. This information can be used to track the “return-of-investment” on adaptive processing, so the system can control the run-time resources allocated to maintain adaptivity.

- The system can identify statistics that are prone to transient changes, so that it can reduce chances of thrashing on such changes.

Intuitively, by keeping track of execution history, plan logging enables StreaMon to potentially reduce the run-time overhead of AQP and to improve the speed of adaptivity over time. Therefore, plan logging is one way of overcoming the three-way tradeoff in AQP among the run-time overhead, convergence properties, and speed of adaptivity metrics, as described in Section 3.1 in Chapter 3. However, note that the benefits of plan logging are obtained only if statistical conditions repeat over time.

An approach similar to plan logging has been proposed recently in the context of conventional DBMSs. In this approach, the statistics observed during query execution, e.g.,
sizes of intermediate query results, are logged over time. The log is analyzed periodically, e.g., to identify correlated attributes and to build accurate histograms [105].

### 7.2 AQP in Conventional DBMSs

Recall from Section 1.1 in Chapter 1 that conventional DBMSs use a plan-first execute-next approach to process a query \( Q \): the optimizer enumerates candidate query plans for \( Q \) from the many different possible plans, estimates the cost of executing each candidate plan based on statistics about data and system conditions, picks the plan with the lowest estimated cost, and runs the plan until all query results are produced. Conventional optimizers sometimes pick plans that perform significantly worse than the actual best plan. The usual cause of such optimizer mistakes is the unavailability of statistics about attribute correlations in the data [105]. For example, DBMSs typically estimate the overall selectivity of a conjunction of filter predicates involving multiple attributes (e.g., “\( A > 10 \) and \( B < 20 \) and \( C > 30 \)” assuming that the attributes are all independent. If the attributes are actually correlated (e.g., if there is functional dependency from \( A \) to \( B \) [51]), then the selectivity may be underestimated, which could cause the optimizer to pick an index-based plan when a full scan is more efficient [74, 86]. Another cause of optimizer mistakes is the fact that statistics may not be kept up-to-date because of the high maintenance overhead involved [105].

AQP is a promising technique to address the problem of optimizer mistakes in DBMSs. Recall that with AQP the optimization and execution stages of processing a query are interleaved, possibly multiple times, over the running time of the query. In a conventional DBMS, during each execution stage statistics are collected about the intermediate results generated by the current plan (roughly analogous to the Profiler in StreaMon). If the statistics collected during execution differ significantly from the corresponding estimates made by the optimizer when it chose the current plan, then the query is re-optimized. During re-optimization, execution of the current plan is stopped, and the query is optimized again using the collected statistics. A new plan will be chosen and query execution is restarted. As an example, if the filter predicate over a table is less selective than originally estimated, then re-optimization may be invoked, and execution may switch from using an index on the table to a full scan [74, 86]. The severity of optimizer mistakes and the usefulness of AQP in solving this problem are demonstrated in [70, 71, 72, 74, 86].
However, the above approach to incorporate AQP in DBMSs is reactive. Specifically, this approach uses a traditional optimizer to generate a plan during each optimization stage, then reacts to estimation errors detected in the plan during the subsequent execution stage. Reactive re-optimization is limited by its use of a traditional optimizer that does not incorporate issues affecting AQP, resulting in three significant shortcomings:

- **Choosing risky plans**: Plans may be selected whose performance depends heavily on uncertain statistics, making re-optimization very likely.

- **High potential for loss of work**: Potential for reusing previous work is not considered. For example, it is hard to keep track of and reuse the partial work done by an operator pipeline if the query needs to be re-optimized while the pipeline is in execution. On the other hand, it is easy to reuse an intermediate result that is materialized completely, e.g., a hash table built by a hash join operator [17, 86].

- **Slow convergence to good plans**: No special techniques are used to collect statistics. Consequently, when re-optimization is triggered, the re-optimizer may pick a suboptimal plan again if some statistics are still uncertain.

To address the above problems, we propose proactive re-optimization, a new approach based on three techniques:

1. Computing the uncertainty in estimates, e.g., by computing confidence intervals.

2. Using both the estimated statistics and their uncertainty to pick plans whose performance is robust to deviations of actual values of statistics from estimates.


In Reference [17] we describe a prototype proactive re-optimizer called Rio. Our initial experimental results with Rio are very encouraging: When statistics are uncertain, Rio outperforms current reactive re-optimizers by up to a factor of three.

In a more general setting, with the growing popularity of web services it has become much easier to make any data source available online [120]. Now, a DBMS may have
to execute queries involving some sources for which few or no statistics are available initially [70, 71, 72]. A plan-first execute-next approach is of limited use in this environment because estimating plan costs based on few statistics is extremely unreliable. AQP with proactive re-optimization is a promising approach to tackle this problem: by accounting for uncertainty or absence of statistics during plan selection, and by collecting statistics during query execution, a proactive approach will enable rapid convergence to good plans.

### 7.3 Conclusion

As continuous queries get more complex, the complexity and run-time overhead of AQP in StreaMon increases significantly: more plans must be considered, more statistics need to be monitored, and plan-switching costs increase. We proposed the plan logging technique to address this problem. With plan logging for a continuous query $Q$, the Profiler continuously logs the statistics relevant to $Q$ that it collects, and the Re-optimizer logs the corresponding plan that it picked for $Q$ based on these statistics. Over time, the logged entries contain information that can be used to reduce the run-time overhead of AQP significantly.

We also showed how AQP can be used in conventional DBMSs to detect and correct optimizer mistakes due to uncertain or stale statistics. However, current approaches to incorporate AQP in DBMSs suffer from three significant shortcomings: risky plan choices that make re-optimization highly likely, high potential for loss of work when re-optimization is required, and slow convergence to good plans. We proposed proactive re-optimization to address these shortcomings. Proactive re-optimizers compute the uncertainty in estimates of statistics, pick plans that are robust to deviations of actual values from estimates, and collect statistics quickly, accurately, and efficiently during query execution. Proactive re-optimization is also very promising for processing queries over web services and other autonomous data sources for which statistics are usually unavailable.

In general, plan logging and proactive re-optimization are orthogonal and compatible ideas. For example, when statistics are very uncertain, plan logging enables the collection of accurate statistics over time, while proactive re-optimization makes the performance of each query robust to estimation errors in statistics that are currently uncertain. In this manner, the inter-query benefits of plan logging and the intra-query benefits of proactive re-optimization can complement each other.
Finally, AQP is emerging as a core component of autonomic DBMSs that run efficiently with little human effort [69]. The low system administration cost of an autonomic DBMS makes it appealing to modern enterprises where the cost of administering a database can comprise up to 80% of the total cost incurred for the database in its lifetime [87]. In autonomic DBMSs, AQP can automatically ensure that query performance does not degrade due to missing statistics, missing indexes or materialized views, incorrectly set database configuration parameters, or changes in workload [17, 86, 105].
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