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Abstract

The $k$-means method is an old but popular clustering algorithm known for its speed and simplicity. Until recently, however, no meaningful theoretical bounds were known on its running time. In this paper, we demonstrate that the worst-case running time of $k$-means is superpolynomial by improving the best known lower bound from $\Omega(n)$ iterations to $2^{\Omega(\sqrt{n})}$. To complement this lower bound, we show a smoothed-analysis type upper bound for $k$-means in a sufficiently large number of dimensions.

1 Introduction

The $k$-means method is a well known geometric clustering algorithm based on work by Lloyd in 1982 [10]. Given a set of $n$ data points, the algorithm uses a local search approach to partition the points into $k$ clusters as follows. The initial $k$ cluster centers are chosen arbitrarily. Each point is then assigned to the center closest to it, and the centers are recomputed as centers of mass of their assigned points. This is repeated until the process stabilizes. It can be shown that no partition occurs twice during the course of the algorithm, and so the algorithm is guaranteed to terminate.

The $k$-means method is still very popular today, and it has been applied in a wide variety of areas ranging from computational biology to computer graphics (see [1, 5, 7] for some recent applications). The main attraction of the algorithm lies in its simplicity and its observed speed.

Indeed, the running time of $k$-means is well studied experimentally. For example, [6] includes experimental data showing it terminates quickly even on large data sets. In their text on pattern classification, Duda et al. remark that “In practice the number of iterations is generally much less than the number of points” [4]. However, few meaningful theoretical bounds on the worst-case running time of $k$-means are known.

Related Work  There is a trivial upper bound of $O(k^n)$ iterations since no partition of points into clusters is ever repeated during the course of the algorithm. In $d$-dimensional space, this bound was slightly improved by Inaba et al. to $O(n^{kd})$ by counting the number of distinct Voronoi partitions on $n$ points [8]. More recently, Dasgupta [3] presented some tighter results for a few special cases. He demonstrated a lower bound of $\Omega(n)$ iterations, and an upper bound of $O(n)$ for $k < 5$ and $d = 1$.

This work was extended by Har-Peled and Sadri [6] in 2005. Again restricting to $d = 1$, the authors show an upper bound of $O(n\Delta^2)$ where $\Delta$ is the spread of the point set (defined as the
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ratio between the longest pairwise distance and the shortest pairwise distance). They are unable to bound the running time of k-means in general, but they suggest a few modifications that are easier to analyze. For example, if one reclassifies exactly one point per iteration, then k-means is guaranteed to converge after $O(kn^2 \Delta^2)$ iterations.

**Our Results** Our most surprising result is a lower bound construction for which the running time of the algorithm is superpolynomial. In particular, we present a set of $n$ data points and a set of adversarially chosen cluster centers for which k-means requires $2^{\Omega(\sqrt{n})}$ iterations. We then expand this to show that even if the initial cluster centers are chosen uniformly at random from the data points, the running time is still superpolynomial with high probability. Har-Peled and Sadri conjecture that the running time of k-means is polynomial in $n$ and $\Delta$. We show that our construction can be modified to have constant spread, thereby disproving this conjecture.

To circumvent these seemingly crippling lower bounds, we begin a study of the smoothed complexity of the k-means method. We think this approach could be used to provide some explanation for the running times observed in practice. We show that if each point in the data set is selected from a “smooth” distribution with $d = \Omega(n/\log n)$, then k-means will terminate in a polynomial number of steps with high probability. For example, if the data set lies in $\Omega(d)$ dimensions, has diameter $D$ and each point is chosen independently from a normal distribution with variance $\sigma^2$ with the previous assumptions on dimensionality, then k-means will require at most $O \left(n^2 \left(\frac{D}{\sigma}\right)^2\right)$ iterations with high probability. We defer a formal description of the general result to Section 4.

We begin by presenting the main lower bound construction in Section 3, and then the high-probability and constant-spread extensions in Sections 3.2 and 3.3. We formally define the smoothness condition and explain the upper bounds in Section 4. We conclude with a discussion of some remaining open problems in Section 5.

### 2 Preliminaries

The k-means algorithm [10] is a method for partitioning data points into clusters. Let $X = \{x_1, x_2, \ldots, x_n\}$ be a set of points in $\mathbb{R}^d$. After being seeded with a set of $k$ centers $c_1, c_2, \ldots, c_k$ in $\mathbb{R}^d$, the algorithm partitions these points as follows.

1. For each $i \in \{1, \ldots, k\}$, set the cluster $C_i$ to be the set of points in $X$ that are closer to $c_i$ than they are to $c_j$ for all $j \neq i$.

2. For each $i \in \{1, \ldots, k\}$, set $c_i$ to be the center of mass of all points in $C_i$: $c_i = \frac{1}{|C_i|} \sum_{x_j \in C_i} x_j$.

3. Repeat steps 1 and 2 until $c_i$ and $C_i$ no longer change, at which point return the clusters $C_i$.

If there are two centers equally close to a point in $X$, we break the tie arbitrarily. If a cluster has no data points at the end of step 2, we eliminate the cluster and continue as before.

During the analysis it will be useful to talk about a means configuration.

**Definition 2.1.** A means configuration $M = (X, C)$ is a set of data points $X$ and a set of cluster centers $C = \{c_i\}_{i=1}^k$.

Note that a means configuration $M$ defines an intermediate point in the execution of the algorithm. Given a means configuration $M$, let $T(M)$ denote the number of iterations required by k-means to converge starting at $M$. We say that $M$ is non-degenerate if, as the algorithm is run to completion, (a) no point is ever equidistant from the two closest cluster centers and (b) no cluster ever has 0 data points.
3 Lower Bounds

In this section, we show lower bounds on the running time of \textit{k-means}. We begin by demonstrating means configurations which require \(2^{\Omega(\sqrt{n})}\) iterations. We then show that even if the starting centers are chosen uniformly at random from the data points, there exist examples where a superpolynomial number of iterations is still required with high probability. Finally, we show our construction can be modified to have constant spread, thereby disproving a recent conjecture of Har-Peled and Sadri [6].

3.1 \(2^{\Omega(\sqrt{n})}\) Construction

We demonstrate a recursive construction for generating “signaling” means configurations that require \(2^{\Omega(\sqrt{n})}\) iterations.

Definition 3.1. A means configuration is said to be signaling if at least one final cluster center is distinct from every cluster center arising in previous iterations.

Theorem 3.1. If there exists a signaling, non-degenerate means configuration \(M\) on \(n\) data points with \(k\) clusters, then there exists a signaling, non-degenerate means configuration \(N\) on \(n + O(k)\) data points with \(k + O(1)\) clusters such that \(T(N) \geq 2T(M)\).

Starting with an arbitrary configuration, we can apply this construction \(t\) times to obtain a means configuration with \(O(t^2)\) points and \(O(t)\) clusters for which \(T(M) \geq 2^t\). Thus, our main result for the section follows immediately from Theorem 3.1.

Corollary 3.2. The worst-case complexity of \textit{k-means} on \(n\) data points is \(2^{\Omega(\sqrt{n})}\).

We prove Theorem 3.1 in two parts. First, we show that particular types of means configurations can be slightly enlarged to create non-degenerate, signaling means configurations with twice the complexity. We then show how to slightly enlarge non-degenerate, signaling means configurations to obtain the nicer kind of configuration, thereby establishing the recursion.

Definition 3.2. A means configurations \(M\) is said to be super-signaling if it has the following properties.

1. The final positions of all cluster centers lie on a hypersphere.
2. The final positions of all cluster centers are distinct from all cluster centers arising in previous iterations.
3. There exists a means configuration \(M'\) with the same set of data points as \(M\) and with the same number of clusters as \(M\). Furthermore, \(T(M') = T(M)\) and at least one final cluster center in \(M'\) is distinct from any other cluster center arising in all iterations starting from \(M\) and \(M'\).

Lemma 3.3. If there exists a super-signaling, non-degenerate means configuration \(M\) on \(n\) data points with \(k\) clusters, then there exists a signaling, non-degenerate means configuration \(N\) on \(n + O(k)\) data points with \(k + O(1)\) clusters such that \(T(N) \geq 2T(M)\).

Proof. Let \(M'\) be given as in Definition 3.2. Label the clusters in \(M\) and \(M'\) with 1 through \(k\), and let \(x_{i,t}\) (respectively \(y_{i,t}\)) denote the center of cluster \(i\) in \(M\) (respectively \(M'\)) after \(t\) iterations. Also let \(\mathbf{x}'_t\) denote the final center of cluster \(i\) in \(M\) and let \(n_i\) denote the final number of data points in cluster \(i\). Since \(M\) is super-signaling, we may assume without loss of generality that \(||\mathbf{x}'_t||\)
is independent of \( i \) (i.e. the center of the hypersphere passing through the \( x_i \)'s lies at the origin). Finally, let \( z_i = \frac{1}{2}(n_i + 4)y_i,0 - (n_i + 2)x_i \).

Let \( V(M) \) denote the data points in \( M \) and let \( \ell \) denote the diameter of \( \{0, z_i, V(M)\} \). Let \( d, r \) and \( \epsilon \) be such that \( d \gg r \gg \ell \gg \epsilon > 0 \) and let \( d' \) be such that \( (d')^2 = d^2 + \|\alpha\|^2 - \epsilon \). Finally, let \( u_1, u_2, \ldots, u_k \) and \( v_1, v_2, \ldots, v_k \) be vectors in \( \mathbb{R}^2 \) such that (a) \( \|u_i\| = \frac{n_i + 2}{2} \), (b) \( v_i = \frac{u_i}{\|u_i\|} \), and (c) \( v_i \neq v_j \) for all \( i, j \).

Now consider the following points in \( \text{Span}(V(M)) \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \),

\[
\begin{align*}
P_i &= (x_i, d', ru_i, 0) \text{ for } i \leq k, \\
P'_i &= (-x_i, d' + 2d, -ru_i, 0) \text{ for } i \leq k, \\
Q_i &= (z_i, d' + 0.001d, rv_i, 0) \text{ for } i \leq k, \\
Q'_i &= (-z_i, d' + 1.999d, -rv_i, 0) \text{ for } i \leq k, \\
A &= (0, d' + 0.99d, 0, 0), \\
A' &= (0, d' + 1.01d, 0, 0), \\
X &= (0, d' + 0.99d, 0, 0.2d), \\
X' &= (0, d' + 1.01d, 0, 0.2d).
\end{align*}
\]

For each such point \( P \), we also define \( P' \) to be the reflection of \( P \) about the hyperplane \( \text{Span}(V(M)) \times \{0\} \times \mathbb{R}^2 \times \mathbb{R} \) — i.e. \( P' \) has coordinates \((x_i, -d', ru_i, 0)\). Let \( V(N) \) denote the set of all these points along with the points in the natural embedding of \( V(M) \) in \( \text{Span}(V(M)) \times \{0\} \times \{0, 0\} \times \{0\} \). This setup is illustrated in Figure 1.

We also define clusters with initial centers in \( \text{Span}(V(M)) \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) as follows.

\[
\begin{align*}
C_i \text{ with center} &= (x_i, 0, 0, 0) \text{ for } i \leq k, \\
G \text{ with center} &= (0, d' + d, 0, 0), \\
H \text{ with center} &= (0, d' + 0.99d, 0, 0.2d), \\
H' \text{ with center} &= (0, d' + 1.01d, 0, 0.2d).
\end{align*}
\]

For each such cluster \( C \) other than the \( C_i \)'s, we also define \( C \) to be a cluster whose initial center is obtained by reflecting the initial center of \( C \) about the hyperplane \( \text{Span}(V(M)) \times \{0\} \times \mathbb{R}^2 \times \mathbb{R} \).

Let \( N \) denote the means configuration with all these cluster centers and with data points \( V(N) \). We claim \( k \)-means will execute on \( N \) as follows.

1. At first, only the clusters \( C_i \) change, and they do so according to \( k \)-means executing on \( M \).
2. When this is done, each cluster \( C_i \) simultaneously absorbs \( P_i \) and \( \overline{P}_i \) from \( G \) and \( \overline{G} \).

3. This starts a chain reaction that causes \( C_i \) to absorb \( Q_i \) and \( \overline{Q}_i \), and then immediately afterwards, all \( P_i, Q_i, \overline{P}_i \) and \( \overline{Q}_i \) are absorbed into \( H \) and \( \overline{H} \).

4. Absorbing \( Q_i \) moved the center of each \( C_i \) to its starting position in \( M' \). From now on, only the clusters \( C_i \) change, and they do so according to \( k \)-means executing on \( M' \).

A more detailed trace of the algorithm, including illustrations of cluster evolutions, is shown in Appendix A. From Steps 1 and 4 above, we see that \( T(N) \geq T(M) + T(M') = 2T(M) \), and it is easy to check from the Appendix that \( N \) is non-degenerate and signaling. Since \( N \) has \( n + O(k) \) data points and \( k + O(1) \) clusters, the result follows.

This completes the first half of our construction where we transform a super-signaling configuration into a signaling configuration with twice the complexity. We now show how to transform a signaling configuration into a super-signaling configuration with equal complexity.

**Lemma 3.4.** If there exists a signaling, non-degenerate means configuration \( N \) on \( n \) data points with \( k \) clusters, then there exists a super-signaling, non-degenerate means configuration \( M \) on \( n + O(k) \) data points with \( k + O(1) \) clusters such that \( T(M) \geq T(N) \).

**Proof.** Let \( x_{i,t} \) denote the center of cluster \( i \) in \( N \) after \( t \) iterations and let \( \overline{x}_i \) denote the final center of cluster \( i \) in \( N \). Since \( N \) is signaling, we may assume without loss of generality that \( \overline{x}_i \) is distinct from all other \( x_{i,t} \). Let \( V(N) \) denote the set of data points in \( N \) and let \( \ell \) denote the diameter of \( V(N) \). Let \( d \) and \( \epsilon \) be such that \( d \gg \ell \gg \epsilon \) and let \( d' \) be such that \( (d')^2 = d^2 - \epsilon \). Also, let \( a, b \) and \( c \) be points in \( V(N) \) such that \( b = \frac{a+c}{2} \) and such that the distance from \( a \) to \( V(N) \) is much larger than both \( \ell \) and \( \|c - a\| \).

Now, consider the following points in \( \text{Span}(V(N)) \times \mathbb{R} \),

\[
\begin{align*}
P &= (\overline{x}_1, d'), \\
X_i &= \left(\overline{x}_i, d' + \frac{d}{3k + 9}\right) \text{ for } i \leq k, \\
A, B, \text{ and } C &= (a, 0), (b, 0), \text{ and } (c, 0), \\
A', B', \text{ and } C' &= \left(a, d' + \frac{d}{3k + 9}\right), \left(b, d' + \frac{d}{3k + 9}\right), \text{ and } \left(c, d' + \frac{d}{3k + 9}\right), \\
Q &= \left((k + 4)\overline{x}_1 - \sum \overline{x}_i - 3b, d' + (k + 14/3)d\right).
\end{align*}
\]

For each such point \( P_0 \neq A, B, C \), we also define \( \overline{P}_0 \) to be the reflection of \( P_0 \) about the hyperplane \( \text{Span}(V(N)) \times \{0\} \). Let \( V(M) \) denote the set of all these points as well as the natural embedding of \( V(N) \) in \( \text{Span}(V(N)) \times \{0\} \). This is illustrated in Figure 2.

We also define clusters with centers in \( \text{Span}(V(N)) \times \mathbb{R} \) as follows.

\[
\begin{align*}
C_i \text{ with center} &= (x_{i,0}, 0) \text{ for } i \leq k, \\
H \text{ with center} &= \left(\frac{a+b}{2}, 0\right), \\
H' \text{ with center} &= (c, 0), \\
J \text{ with center} &= (x_1, d' + d), \\
\overline{J} \text{ with center} &= (x_1, -d' - d).
\end{align*}
\]

Let \( M \) denote the means configuration with these cluster centers and with data points \( V(M) \). We claim \( k \)-means will execute on \( M \) as follows.
1. At first, only the clusters $C_i$ change, and they do so according to $k$-means executing on $N$.

2. When this is done, $C_1$ absorbs $P$ and $P$ from $J$ and $J$.

3. This starts a chain reaction that causes $C_i$ to absorb $Q_i$ and $Q_i$, while $A$, $B$ and $C$ absorb $A'$, $B'$, $C'$, $A'$, $B'$ and $C'$.

A more detailed trace of the algorithm, including illustrations of cluster evolutions, is shown in Appendix B. From Step 1 above, we see that $T(M) \geq T(N)$. It is also easy to check from the Appendix that $N$ is non-degenerate, and that the final cluster sets of $M$ are distinct from all cluster sets arising in previous configurations.

Also, let $M'$ denote the means configuration with data points $V(M)$ and with cluster centers as above except with $H$ centered at $(a,0)$ and $H'$ centered at $(b+c^2,0)$. Then, the same calculation shows that $T(M') = T(M)$ and that the final cluster set for $H$ is distinct from all other cluster sets arising in $M$ or $M'$.

Finally, since $M$ and $M'$ are non-degenerate, there exists a $\delta > 0$ such that we may move each data point by up to $\delta$ without altering the $k$-means execution. Suppose we move each point by a random amount in this range. With probability 1, the centers of distinct cluster sets will now be distinct, and the final cluster centers of $M'$ will lie on a hypersphere. Thus, $M$ will be super-signaling and the result follows.

Theorem 3.1 follows immediately from Lemma 3.3 and Lemma 3.4.

### 3.2 Probability Boosting

The construction used to prove Theorem 3.1 requires both a specific set of data points and a specific set of cluster centers. In practice, however, only the data points are specified and the initial cluster centers are chosen by the algorithm. Typically, they are chosen uniformly at random from the data points. Given this, one might ask if the superpolynomial lower bound can actually arise with non-vanishing probability.

In this section, we show how to modify our lower bound construction to apply with high probability even if the cluster centers are chosen randomly from the existing data points. It follows that $k$-means can still be very slow for certain sets of data points, even accounting for the random choice of cluster centers.
Proposition 3.5. Let $M$ be a means configuration on $n$ points. Then, there exists a set of $O(n^3 \log n)$ points such that if a means configuration $N$ is constructed with these data points and with $4n \log n$ cluster centers chosen randomly from the set of data points, then $T(N) \geq T(M)$ with probability $1 - O\left(\frac{1}{n}\right)$.

Proof. Let $k$ be the number of clusters in $M$. For $i \leq k$ and $j \leq m$, let $u_{i,j}$ denote orthogonal unit vectors in $\mathbb{R}^{nk}$. Let $V(M)$ denote the set of data points in $M$ and let $\ell$ denote the diameter of $V(M)$. Let $d, r$, and $\epsilon$ be such that $d \gg r \gg \ell \gg \epsilon$. Also, let $n_i$ denote the number of points in cluster $i$ in $M$ after one iteration. Replacing $M$ with two identical overlapping copies if necessary, we may assume that $n_i > 1$. Finally, let $x_i$ (respectively $x'_i$) denote the center of cluster $i$ in $M$ after 0 (respectively 1) iterations.

Let $m$ be a positive integer to be fixed later and consider the point set in $\text{Span}(V(M)) \times \mathbb{R}^{km} \times \mathbb{R}$ obtained by first embedding two copies of $V(M)$ at $\text{Span}(V(M)) \times \{0\} \times \{0\}$ and then adding the following points.

1. $P_{i,j} = (x_i, \sum_{(i',j') \neq (i,j)} ru_{i',j'}, d + j\epsilon)$ for $i \leq k, j \leq m$.
2. $Q_{i,\ell} = \left(\frac{n}{m-1} x'_i - x_i, \sum_{i' \neq i} j' ru_{i',j'}, d - \ell \epsilon\right)$ for $i \leq k$ and $\ell \leq n_i - 1$.
3. $O_j = (0, \sum_{j'} j' ru_{i',j'}, d + j\epsilon)$ for $j \leq m$.

Consider a means configuration $N$ with these data points and with $4n \log n$ cluster centers chosen from these points at random. Let $A_0 = \{O_1, O_2, \ldots, O_m\}$ and $A_i = \{P_{i,1}, P_{i,2}, \ldots, P_{i,m}\}$ for $i > 0$. Suppose that $N$ begins with all of its cluster centers in $A = \cup_i A_i$ and that each $A_i$ has at least one cluster center. It is straightforward to check that $T(N) \geq T(M)$ in this case.

Now, let $m = \frac{n^3 \log n}{k}$. Then, each cluster center will be in some $A_i$ with probability $1 - O\left(\frac{1}{n^3 \log n}\right)$. Since there are $4n \log n$ clusters, all clusters will be in $A$ with probability $1 - O\left(\frac{1}{n^3 \log n}\right)$. Furthermore, the probability that no cluster center is chosen in a fixed $A_i$ is at most $\left(1 - \frac{1}{mk}\right)^{4n \log n} \leq \frac{1}{n^2}$. Thus, each $A_i$ has at least one cluster center with probability $1 - O\left(\frac{1}{n}\right)$. The result now follows.

A high-probability, superpolynomial lower bound on $k$-means complexity now follows from this and Theorem 3.1.

3.3 Low spread

Recall the spread $\Delta$ of a point set is the ratio of the largest pairwise distance to the smallest pairwise distance. Har-Peled and Sadri [6] conjectured that $k$-means might run in time polynomial in $n$ and $\Delta$. In this section, however, we show that the spread can be reduced to $O(1)$ without decreasing the number of iterations required.

Proposition 3.6. Let $M$ be a means configuration on $n$ points. Then, there exists a means configuration $N$ on $2n$ points such that $N$ has $O(1)$ spread and such that $T(N) = T(M)$.

Proof. Let $V(M)$ denote the points in $M$, and let $u_1, u_2, \ldots, u_n$ be an arbitrary set of vectors. For each $v_i \in V(M)$, we replace $v_i$ with $x_i = (v_i, u_i)$ and $y_i = (v_i, -u_i)$ in $\text{Span}(V(M)) \times \text{Span}(u_1, u_2, \ldots, u_n)$. Let $N$ denote the means configuration with these data points and with centers identical to those of $M$. It is easy to check that cluster $C$ in $N$ contains $x_i$ and $y_i$ after $t$ iterations if and only if cluster $C$ in $M$ contains $v_i$ after $t$ iterations. It follows that $T(N) = T(M)$.

Taking $u_i$ to be orthogonal and of length $d \gg 0$, we can make $N$ have spread arbitrarily close to $\sqrt{2}$.  

\[ \square \]
4 Upper Bounds

In the previous section, we showed \texttt{k-means} can have a superpolynomial running time in the worst case. However, we know the algorithm runs efficiently in practice. In this section, we lay the foundation towards explaining this discrepancy.

Our proofs are similar in spirit to the smoothed analysis techniques employed by Spielman and Teng [11] to explain the running times of the Simplex algorithm. We show that after small random perturbations of the input dataset in a sufficiently large dimension, \texttt{k-means} will run in polynomial time with very high probability. We present a general analysis of the perturbations necessary for the upper bound to hold. In particular, we prove that if data points are chosen from “smooth” independent probability distributions then \texttt{k-means} runs in polynomial time with high probability.

We begin by formalizing the notion of smoothness.

\textbf{Definition 4.1.} We say that a probability distribution \( P : \mathbb{R}^d \rightarrow \mathbb{R} \) is \( C \)-smooth if the total probability mass contained in any ball of radius \( \epsilon \) is at most \( \left( \frac{\epsilon}{C} \right)^d \).

For example, the uniform distribution over a ball of radius \( r \) is \( r \)-smooth. If \( P \) is the normal distribution with variance \( \sigma^2 \) then the maximum height of \( P \) is \( \left( \frac{1}{\sigma \sqrt{2\pi}} \right)^d \), from which one can check that \( P \) is \( \sigma \)-smooth. Note that the notion of smoothness is implied by a Lipschitz condition, but it is more general; for example, it allows for non-continuous distributions.

Throughout the rest of the section, we will assume the \( x_i \)'s are chosen according to independent \( C \)-smooth probability distributions \( P_i : \mathbb{R}^d \rightarrow \mathbb{R} \). Let \( D \) denote the diameter of the resulting point set. We will show that if \( d \) is sufficiently large, then \texttt{k-means} will execute in \( O \left( n^2 \left( \frac{D}{\epsilon} \right)^2 \right) \) iterations with high probability.

Our proof is based on analyzing a potential function. For a means configuration \( M = (X, \mathcal{C}) \), let \( \phi(M) = \sum_{i=1}^{n} \| x_i - c_i \|^2 \), where \( c_i \in \mathcal{C} \) is the cluster center closest to \( x_i \). It is easy to check that \( \phi \) is non-decreasing throughout an execution of \texttt{k-means}. We will also make use of the following well known fact in linear algebra (see [6] and [9]).

\textbf{Lemma 4.1.} Let \( S \) be a set of points with center of mass \( c(S) \), and let \( z \) be an arbitrary point. Then, \( \sum_{x \in S} \| x - z \|^2 - \sum_{x \in S} \| x - c(S) \|^2 = |S| \cdot \| c(S) - z \|^2 \).

It follows from this that if a cluster center moves by a distance \( \delta \) during a \texttt{k-means} step and if the cluster has \( m \) points at the end of the step, then \( \phi \) decreases by at least \( \delta^2 m \).

To use this result, we show that any two cluster centers that can arise during the execution of \texttt{k-means} are relatively distant with high probability. Applying Lemma 4.1, we can then show any iteration of \texttt{k-means} substantially decreases \( \phi \) with high probability.

\textbf{Lemma 4.2.} We say a set of data points \( X \) is “\( \epsilon \)-separated” if for any non-identical subsets \( S \) and \( T \), the centers of mass \( c(S) \) and \( c(T) \) satisfy \( \| c(S) - c(T) \| \geq \frac{\epsilon}{2 \min(|S|, |T|)} \). If an arbitrary dataset \( X_0 \) is perturbed by a \( C \)-smooth function, then it becomes \( \epsilon \)-separated with probability at least \( 1 - 2^n \left( \frac{\epsilon}{C} \right)^d \).

\textbf{Proof.} Consider \( S \) and \( T \) with \( |S| \leq |T| \). We will say \((S, T)\) is “valid” if \( \| c(S) - c(T) \| \geq \frac{\epsilon}{2 \min(|S|, |T|)} \). We will show \((S, T)\) is \( \epsilon \)-separated with probability \( 1 - \left( \frac{\epsilon}{C} \right)^d \).

First, suppose \( S \) contains a point \( s \notin T \). We fix every point in \( X \) except for \( s \). Then, moving \( s \) by \( \delta \) will move \( c(S) - c(T) \) by \( \frac{\delta}{|S|} \). It follows that \((S, T)\) must be \( \epsilon \)-separated unless \( s \) is in a certain ball of radius \( \frac{|S| \epsilon}{2 |S|} < \epsilon \). Next, suppose \( |T| \leq 2|S| \). Since \( |S| \leq |T| \) and \( S \neq T \), there must exist a
point \( t \) in \( T \) but not in \( S \). Repeating the argument above, we find \((S, T)\) must be valid unless \( t \) is in a certain ball of radius \( \frac{|T|\epsilon}{2|S|} \leq \epsilon \).

Otherwise, we have \( S \subset T \) and \(|T| > 2|S|\). In particular, the first condition implies there exists a point \( x \) in both \( S \) and \( T \). Moving \( x \) by \( \delta \) will move \( c(S) - c(T) \) by \( \frac{\epsilon}{|S|} - \frac{\epsilon}{|T|} \). It follows that \((S, T)\) must be valid unless \( x \) is in a ball of radius \( \frac{\epsilon}{2|S|(\frac{1}{|S|} + \frac{1}{|T|})} < \epsilon \).

In all cases there exists a point \( x \in X \) such that \((S, T)\) is valid unless \( x \) lies in a ball of radius \( \epsilon \). Since \( x \) was generated from a \( C \)-smooth distribution, \((S, T)\) is valid with probability at least \( 1 - (\frac{\epsilon}{2})^d \). The result now follows from applying a union bound over all possible \( S \) and \( T \). ☐

**Lemma 4.3.** Suppose \( X \) is \( \epsilon \)-separated. Then any iteration of \textbf{k-means} on \( X \) decreases \( \phi \) by \( \frac{\epsilon^2}{2n} \).

**Proof.** In any iteration, the set of points in some cluster must have changed. Let \( S \) and \( T \) denote the points in the cluster before and after the iteration completes. By Lemma 4.2, we know that \( \|c(S) - c(T)\| \geq \frac{\epsilon}{2\min(|S|,|T|)} \). It follows from Lemma 4.1 that \( \phi \) decreases by at least \( \frac{\epsilon^2|T|}{4\min(|S|,|T|)} \geq \frac{\epsilon^2}{4n} \) during the iteration. ☐

**Theorem 4.4.** Let \( M \) be a means configuration with all \( n \) data points chosen according to independent \( C \)-smooth probability distributions \( P_i : \mathbb{R}^d \rightarrow \mathbb{R} \). If \( D \) is the diameter of the point set and if \( d = \Omega(n) \), then \( T(M) = O\left(n^2 \left( \frac{2D}{C} \right)^2 \right) \) with probability \( 1 - O\left(\frac{1}{n}\right) \).

**Proof.** Let \( \epsilon > 0 \) be a constant to be fixed later and let \( m = \frac{4n^2D^2}{\epsilon^2} \). We know from Lemma 4.3, that the first \( m \) cluster changes will cause \( \phi \) to decrease by at least \( m \frac{\epsilon^2}{4n} = nD^2 \) with probability at least \( 1 - 2^{2n} \left( \frac{\epsilon}{2} \right)^d \). Since \( 0 \leq \phi \leq nD^2 \) initially, it follows that \textbf{k-means} will terminate in at most \( m \) iterations.

Set \( \epsilon = \frac{C}{nD^{\frac{3}{2}}2^{\frac{1}{d}}} \). Then, \( 2^{2n} \left( \frac{\epsilon}{2} \right)^d = \frac{1}{n} \), so \textbf{k-means} will terminate in \( m \) iterations with probability at least \( 1 - \frac{1}{n} \). Now,

\[
m = \frac{4n^2D^2}{\epsilon^2} = \frac{4n^2D^2}{C^2} n^{\frac{3}{2}} 2^{\frac{4n}{d}} = O\left(n^2 \left( \frac{D}{C} \right)^2 \right)
\]

for \( d = \Omega(n) \). ☐

One obvious application of Theorem 4.4 is that if the points are chosen according to normal distributions with variance \( \sigma^2 \), it implies \textbf{k-means} will require \( O\left(n^2 \left( \frac{D}{\sigma} \right)^2 \right) \) iterations. This is exactly the setting for smoothed analysis. Further, it’s easy to see that the upper bound is polynomial for \( d = \Omega\left(\frac{n}{\log n}\right) \).

Theorem 4.4 also suggests a simple modification to \textbf{k-means} that will limit its running time. Given any data set, if one perturbs each point by a distance up to \( \delta \) in dimension \( d = \Omega(n) \), then \textbf{k-means} will execute in \( O\left(n^2 \left( \frac{D}{\sigma} \right)^2 \right) \) time with high probability. While perturbing the points may slightly decrease the quality of the resulting clustering, (1) the change in the objective function value can be easily bounded, and (2) \textbf{k-means} only returns a local optimum to the problem even under ideal conditions. Thus, a small perturbation should not have a significant impact on quality.
We remark that although the \textit{k-means} method was initially defined to minimize the sum of the squared distances from each point to its nearest cluster center, the local search heuristic has been adopted to run under a variety of metrics. One of the popular adaptations uses the $\ell_1$ distance in place of the $\ell_2$ distance in the potential function. In this case the “centroid” of the cluster is defined as the point whose position in dimension $d$ is the median of all of the points in the cluster. Our upper bound can be extended to this case as well.

5 Further Work

Several open problems remain along this line of work. Our worst-case lower bound of $2^{\Omega(\sqrt{n})}$ requires $\sqrt{n}$ dimensions. Similar bounds in lower dimensions could also be interesting. We conjecture that in the worst case, \textit{k-means} runs in polynomial time if $d = 1$ but not if $d \geq 2$.

We show a smoothed polynomial upper bound on \textit{k-means}, but only for perturbations in high dimensional space. Removing this assumption remains a very interesting problem. In addition, experimental results seem to imply that \textit{k-means} requires only a polylogarithmic number of iterations in practice. A tightening of this gap would be very useful.
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A  $k$-means trace for Lemma 3.3

We present in detail the execution of the $k$-means method on the means configurations defined in Lemma 3.3. Table 1 provides a reference for which points are in which cluster at each step, and it also lists the location of each center. Figures 3, 4, 5, 6, and 7 trace the algorithm’s process graphically, and captions explain why it proceeds as it does.

<table>
<thead>
<tr>
<th>$t$</th>
<th>Clusters of $N$ (see Lemma 3.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, ..., $T(M)$</td>
<td>$C_i = M_{i,t}$ with center $= (x_{i,t},0,0,0)$</td>
</tr>
<tr>
<td></td>
<td>$G = {P_i, P'_i, Q_i, Q'_i, A, A'}$ with center $= (0, d' + d, 0, 0)$</td>
</tr>
<tr>
<td></td>
<td>$H = {X}$ with center $= (0, d' + 0.99d, 0, 0.2d)$</td>
</tr>
<tr>
<td></td>
<td>$H' = {X'}$ with center $= (0, d' + 1.01d, 0, 0.2d)$</td>
</tr>
<tr>
<td>$T(M) + 1$</td>
<td>$C_i = M_i \cup {P_i, P'_i}$ with center $= (\bar{x}_i,0,rv_i,0)$</td>
</tr>
<tr>
<td></td>
<td>$G = {P'_i, Q_i, Q'_i, A, A'}$ with center $(O(l), d' + \alpha d, O(rn), 0)$ with $1.25 \leq \alpha \leq 1.5$</td>
</tr>
<tr>
<td></td>
<td>$H = {X}$ with center $= (0, d' + 0.99d, 0, 0.2d)$</td>
</tr>
<tr>
<td></td>
<td>$H' = {X'}$ with center $= (0, d' + 1.01d, 0, 0.2d)$</td>
</tr>
<tr>
<td>$T(M) + 2$</td>
<td>$C_i = M_i \cup {P_i, Q_i, P'_i, Q'<em>i}$ with center $= (y</em>{i,0},0,rv_i,0)$</td>
</tr>
<tr>
<td></td>
<td>$G = {P'_i, Q'_i}$ with center $= (O(l), d' + 1.9995d, O(rn), 0)$</td>
</tr>
<tr>
<td></td>
<td>$H = {A, X}$ with center $= (0, d' + 0.99d, 0, 0.1d)$</td>
</tr>
<tr>
<td></td>
<td>$H' = {A', X'}$ with center $= (0, d' + 1.01d, 0, 0.1d)$</td>
</tr>
<tr>
<td>$T(M) + 3$</td>
<td>$C_i = M'<em>{i,1}$ with center $= (y</em>{i,1},0,0,0)$</td>
</tr>
<tr>
<td></td>
<td>$G = {P'_i, Q'_i}$ with center $= (O(l), d' + 0.9995d, O(rn), 0)$</td>
</tr>
<tr>
<td></td>
<td>$H = {A, X, P_i, Q_i}$ with center $= (O(l), d' + 0.0005d + \frac{0.9995}{2k+1}d, O(rn), 0.1d)$</td>
</tr>
<tr>
<td></td>
<td>$H' = {A', X'}$ with center $= (0, d' + 1.01d, 0, 0.1d)$</td>
</tr>
<tr>
<td>$T(M) + 4$, ..., $2T(M) + 2$</td>
<td>$C_i = M'<em>{i,t-T(M)-2}$ with center $= (y</em>{i,t-T(M)-2},0,0,0)$</td>
</tr>
<tr>
<td></td>
<td>$G = {P'_i, Q'_i}$ with center $= (O(l), d' + 0.9995d, O(rn), 0)$</td>
</tr>
<tr>
<td></td>
<td>$H = {P_i, Q_i}$ with center $= (O(l), d' + 0.0005d, O(rn), 0)$</td>
</tr>
<tr>
<td></td>
<td>$H' = {A, A', X, X'}$ with center $= (0, d' + d, 0, 0.1d)$</td>
</tr>
</tbody>
</table>

Table 1: The clusters of $N$ after $t$ iterations of $k$-means. $M_{i,t}$ (respectively $M'_{i,t}$) denotes the points in cluster of $i$ of $M$ (respectively $M'$) after $t$ iterations, and $M_i$ denotes the final points in cluster $i$ of $M$. All clusters are measured after the centers are recomputed.
Figure 3: Clustering at $0 \leq t \leq T(M)$. The clusters contained within $V(M)$ proceed independently of the other points. The remaining clusters are precarious but temporarily stable. For example, to see that $P_i$ does not switch from cluster $G$ to $C_j$, note that the distance squared from $P_i$ to $M_{j,t}$ minus the distance squared from $P_i$ to the center of $G$ is $(\|x_i - M_{j,t}\|^2 + (d')^2 + \|ru_i\|^2) - (\|x_i\|^2 + d^2 + \|ru_i\|^2) = \|x_i - M_{j,t}\|^2 - \epsilon > 0$. The last inequality follows from the fact that $\ell \gg \epsilon$ and that, since $M$ is super-signaling, $\overline{x_i} \neq M_{j,t}$.

Figure 4: Clustering at $t = T(M) + 1$. We now have $\overline{x_i} = M_{i,t}$ for all $i$, and thus by the calculation in the previous step, each $P_i$ switches to cluster $C_i$. Clearly, this will result in a substantial shift of the center of $G$ (and similarly of $\overline{G}$). Furthermore, the $u_i$ have been chosen so that the center of $C_i$ becomes $(\overline{x_i}, 0, rv_i, 0)$. 
Figure 5: Clustering at $t = T(M) + 2$. First consider $V(M)$. These points continue to be closer to the $C_i$ than to other clusters. Each $C_i$ center has moved since the previous iteration, but they have all moved by a constant amount (namely $r \| v_i \|$) in a direction orthogonal to $\text{Span}(V(M))$. Therefore, the closest center to each point in $V(M)$ has not changed, and thus these points remain in their current clusters.

On the other hand, since the center of $G$ moved away, $A, A’, A, Q_i$ all switch to different clusters. The first two clearly switch to $H$ and $H’$, but $Q_i$ could reasonably switch to either $H$ or any $C_j$. The distance squared from $Q_i$ to the center of $C_j$ is $(1.001d)^2 + r^2 \| v_i - v_j \|^2 + O(l^2)$, which is minimized when $i = j$. The distance squared from $Q_i$ to the center of $H$ is $(0.989d)^2 + (0.2d)^2 + O(r^2)$. Since $0.989^2 + 0.2^2 > 1.001^2$ and $d \gg r$, it follows that $Q_i$ will in fact switch to $C_i$.

Note that the analysis so far does not depend on the $V(M)$-coordinate of any $Q_i$, so we may choose those to make the $V(M)$-coordinate of each $C_i$ equal to $y_{i,0}$ at the end of this step.

Figure 6: Clustering at $t = T(M) + 3$. By absorbing $X$, cluster $H$ has moved closer to the other points. In fact, the distance squared from $P_i$ to the center of $H$ is now $(0.99d)^2 + (0.1d)^2 + O(r^2) < d^2$. Thus, each $P_i$ switches to $H$, and a similar calculation shows each $Q_i$ also switches in $H$.

Now consider $V(M)$. As in the previous step, we may ignore the $rv_i$ component of each $C_i$. The $V(M)$ component of each $C_i$ is now $y_{i,0}$, which means the clustering proceeds as according to $M’$, and the points in $V(M)$ associated with $C_i$ at the end of this step are $M’_{i,1}$. 
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Figure 7: Clustering at $T(M) + 4 \leq t \leq 2T(M) + 2$. The center of $H$ moves because $P_i$ and $Q_i$ have been absorbed into $H$. Also $A$ and $X$ switch to $H'$. Beyond that, the configuration is now extremely stable, and the clustering on $V(M)$ will proceed normally according to $M'$

B k-means trace for Lemma 3.4

We present in detail the execution of the k-means method on the means configurations defined in Lemma 3.4. Table 2 provides a reference for which points are in which cluster at each step, and it also lists the location of each center. Figures 8, 9 and 10 trace the algorithm’s process graphically, and captions explain why it proceeds as it does.

<table>
<thead>
<tr>
<th>$t$</th>
<th>Clusters of $M$ (see Lemma 3.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_i = N_{i,t}$ with center $= (x_{i,t}, 0)$ for $1 \leq i \leq k$</td>
</tr>
<tr>
<td></td>
<td>$H = {A, B}$ with center $= (\frac{a+b}{2}, 0)$</td>
</tr>
<tr>
<td></td>
<td>$H' = {C}$ with center $= (c, 0)$</td>
</tr>
<tr>
<td></td>
<td>$J = {P, X_i, A', B', C', Q}$ with center $= (x_1, d' + d)$</td>
</tr>
<tr>
<td>$T(N)+1$</td>
<td>$C_1 = N_1 \cup {P, P'}$ with center $= (\bar{x}_1, 0)$</td>
</tr>
<tr>
<td></td>
<td>$C_i = \overline{N_i}$ with center $= (\bar{x}_i, 0)$ for $2 \leq i \leq k$</td>
</tr>
<tr>
<td></td>
<td>$H = {A, B}$ with center $= (\frac{a+b}{2}, 0)$</td>
</tr>
<tr>
<td></td>
<td>$H' = {C}$ with center $= (c, 0)$</td>
</tr>
<tr>
<td></td>
<td>$J = {X_i, A', B', C', Q}$ with center $= (x_1, d' + d + \frac{d}{k+4})$</td>
</tr>
<tr>
<td>$T(N)+2$</td>
<td>$C_1 = N_1 \cup {P, X_1, P, X_1}$ with center $= (\bar{x}_1, 0)$</td>
</tr>
<tr>
<td></td>
<td>$C_i = \overline{N_i} \cup {X_i, \bar{x}_i}$ with center $= (\bar{x}_i, 0)$ for $2 \leq i \leq k$</td>
</tr>
<tr>
<td></td>
<td>$H = {A, B, A', B', \overline{X_i}, \overline{B_i}}$ with center $= (\frac{a+b}{2}, 0)$</td>
</tr>
<tr>
<td></td>
<td>$H' = {C, C', \overline{C'}}$ with center $= (c, 0)$</td>
</tr>
<tr>
<td></td>
<td>$J = {Q}$ with center $= ((k+4)x_1 - \sum \overline{x_i} - 3b, d' + (k + \frac{14}{3})d)$</td>
</tr>
</tbody>
</table>

Table 2: The clusters of $M$ after $t$ iterations of k-means. $N_{i,t}$ denotes the points in cluster of $i$ of $N$ after $t$ iterations, and $\overline{N_i}$ denotes the final points in cluster $i$ of $N$. All clusters are measured after the centers are recomputed.
Figure 8: Clustering at $0 \leq t \leq T(N)$. As with the first part of the construction for Lemma 3.3, the clusters contained within $V(N)$ proceed independently of the other points. The remaining clusters are precarious but temporarily stable. For example, to see that $P$ does not switch from cluster $J$ to $C_i$, note that the distance squared from $P$ to $M_{i,t}$ minus the distance squared from $P$ to the center of $J$ is $(\|x_1 - M_{i,t}\|^2 + (d')^2 - d^2 = \|x_1 - M_{i,t}\|^2 - \epsilon > 0$. The last inequality follows from the fact that $\ell \gg \epsilon$ and that, since $M$ is signaling, $\overrightarrow{t_1} \neq M_{i,t}$.

Figure 9: Clustering at $t = T(N) + 1$. We now have $\overrightarrow{t_1} = M_{1,t}$, and thus by the calculation in the previous step, $P$ switches to cluster $C_1$. Since $\overrightarrow{P}$ also switches to cluster $C_1$, the center of $C_1$ does not change. However, the centers of $J$ and $J'$ both move slightly further away from the other points.
Figure 10: Clustering at $t = T(N) + 2$. The points $X_i, A', B', C'$ were all chosen to be only marginally closer to $J$ than to $V(N)$. Thus, after the center of $J$ moves, these points switch to the closest clusters in $V(N)$. Again, only the centers of $J$ and $J$ move as a result of this, and it is easy to check the new configuration is stable.