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Abstract

Many schemes have been proposed for representing uncertain data, where an uncertain database is defined as a set of possible instances for the database. Some important properties of representation schemes, such as completeness and closure, have already been considered. In this paper we identify several other interesting properties and obtain results for them with respect to a variety of different representation schemes. We first consider the uniqueness of representations, i.e., whether there is at most one representation for a set of possible instances in a particular representation scheme. For schemes that do not guarantee unique representations, we provide algorithms and complexity results for testing equivalence of representations. We also consider the problem of minimizing the size of the representation for a set of possible instances, obtaining a strong result for representation schemes comprised of tuples and constraints: minimizing the number of tuples also minimizes the size of constraints. We show the NP-hardness of minimizing a representation and study the more restricted problem of maintaining minimality when performing operations on the data. We present several results on the problem of approximating an uncertain database when we wish to use a simple (incomplete) representation scheme. Finally, we give an interesting result relating closure and completeness for uncertain databases.

1 Introduction

The field of uncertain databases is experiencing revived interest, e.g., [10, 17, 18, 19, 20, 48], with new perspectives revealing a number of interesting open problems. In general, a relation in an uncertain database represents a set of possible instances (sometimes called possible worlds) for the relation. Numerous representation schemes have been proposed to model such uncertain relations, e.g., [1, 2, 7, 20, 25, 26, 29, 30, 32, 36]. In this paper we identify and study several properties of representation schemes for uncertainty that have not been studied before. Suppose S is a representation scheme. The properties we study are:

• **Uniqueness**: Is there a unique representation in S for every representable set of possible instances?

• **Equivalence**: If not, how do we determine when two uncertain relations in S represent the same set of relation instances?

• **Minimization**: When we may have many equivalent representations, how do we define and find a “minimal” one?

• **Approximation**: When a scheme S is not expressive enough to represent a set of possible instances, how best can we “approximate” the instances using a representation in S?

We will elaborate on these problems momentarily. First we briefly introduce some constructs that are used in the representation schemes we study.

**Constructs for Uncertainty**

An uncertain relation R is comprised of a set of uncertain tuples, or u-tuples for short. We consider two different constructs for u-tuples:

• **attribute-ors**: An attribute-or in a u-tuple specifies a set of alternative values for an attribute. For example:

```latex
\{\text{Thomas, Tom}\} \text{Poplar Ave.}
```

contains an attribute-or in its first field and represents one of two possible tuples: 
(Thomas, Poplar Ave.) or (Tom, Poplar Ave.).

• **tuple-ors**: A tuple-or in a u-tuple specifies a set of possible tuples.\(^1\) For example, the uncertainty in the previous example can also be represented by:

```latex
(Thomas, Poplar Ave.) \text{||} (\text{Tom, Poplar Ave.})
```

Note that tuple-ors are strictly more expressive than attribute-ors: A u-tuple with multiple attribute-ors represents all possible combinations of attribute values, while a tuple-or can specify all combinations or only specific ones.

\(^1\)Note: u-tuples with tuple-ors are equivalent to the x-tuples in [9].
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In addition to attribute-ors and tuple-ors, we consider ‘?’ annotations that denote the possible absence of a u-tuple, and more general constraints that relate the existence of u-tuples to other u-tuples. We assume the ordinary relations in possible instances may have duplicates, but we primarily assume no duplicate u-tuples in representations. We do present some interesting differences that arise in the presence of duplicate u-tuples.

**Uniqueness and Equivalence**

We will define a few representation schemes that are used throughout the paper, by combining the constructs above. We first analyze whether the different schemes guarantee unique representations for sets of relation instances. Hereafter we use the terms unique and non-unique representation schemes to distinguish the classes. Previous representation schemes for uncertain databases, e.g., [2, 26, 29, 32, 36], are generally very expressive and easily seen to be non-unique. The problem of uniqueness becomes significantly more interesting when we consider simpler representation schemes, which are relevant from a usability perspective [20].

For the non-unique schemes, we next address the problem of whether two uncertain relations represent the same set of instances. We analyze the time complexity of equivalence testing and give algorithms for the polynomial cases.

**Minimization and Approximation**

Since non-unique schemes may have many equivalent representations, we are interested in defining and identifying minimal representations for sets of possible instances. The non-unique schemes that we consider have u-tuples (of both types) and constraints. An important result we show is that minimizing the number of u-tuples in a representation also minimizes the size of the minimal constraint. This result simplifies the minimization problem, but minimizing arbitrary uncertain relations is NP-hard. We then study the problem of preserving minimality incrementally when performing operations on minimal representations.

The next problem we address is that of approximating an uncertain relation when we wish to use a simple representation scheme that cannot represent all sets of possible instances (i.e., that is incomplete). We first give an algorithm to determine whether a set of possible instances can be represented accurately in some of the simpler schemes we consider. If not, then approximation is required. We show that there are “bad cases” of sets of possible instances for which there is no constant-factor approximation (under the Jaccard similarity measure) in the simpler schemes we consider. We also define a “best” approximation, show that finding it is NP-hard, and give a polynomial time algorithm to find an approximate to the best approximation.

**Closure and Completeness**

A representation scheme is complete if it can represent all finite sets of possible instances. It is closed under an operation Op if it can represent the result of performing Op over any representation. Closure is weaker than completeness, and closure may be sufficient for some applications since they may control the initial data and which operations are performed over it. We show a new result connecting closure and completeness: Any representation scheme that can represent a certain minimal form of uncertainty (defined later) and that is closed under a small subset of relational operations (also defined later) is also complete.

**Summary and Outline**

The main results of the paper proceed as follows.

- In Section 3 we analyze uniqueness for a set of representation schemes and provide complexity results and algorithms for equivalence testing in the non-unique schemes.
- In Section 4 we show the useful result that in our non-unique schemes, minimizing the number of u-tuples minimizes the size of the minimal constraint. Though the general problem of minimization is NP-hard, we show how to preserve minimality incrementally when performing certain operations.
- In Section 5 we present several results on the approximation of uncertainty, such as an algorithm for determining exact representability in a particular scheme, hardness of finding a “best” approximation, and an algorithm for approximating the best approximation.
- In Section 6 we present a new result that connects closure of any representation scheme to completeness.

Some preliminaries are given in Section 2, related work is presented in Section 7, and we conclude with future work in Section 8. Due to space constraints, all theorems in the paper body are followed by proof sketches; full proofs can be found in the appendix.

### 2 Preliminaries

**Definition 2.1** (Uncertain Relation). An uncertain relation $R$ defines a set of possible instances, $I(R) = \{I_1, I_2, \ldots, I_n\}$, where each $I_j$ is a relation instance in the conventional sense. □

Operations on uncertain relations are defined based on their possible instances:
Definition 2.2 (Operations). Consider uncertain relations \( R_1, R_2, \ldots, R_n \), and an \( n \)-ary relational operator \( Op \). The result of \( Op(R_1, R_2, \ldots, R_n) \) is an uncertain relation \( R \) such that \( I(R) = \{ I \mid I = Op(I_1, I_2, \ldots, I_n), I_1 \in I(R_1), \ldots, I_n \in I(R_n) \} \).

A representation scheme provides a way to represent uncertain relations, i.e., sets of possible instances, and we will see examples of representation schemes shortly. Two important properties of representation schemes are completeness and closure:

Definition 2.3 (Completeness). A representation scheme \( S \) is said to be complete if any finite set of possible instances can be represented in \( S \).

Definition 2.4 (Closure). A representation scheme \( S \) is said to be closed under an operation \( Op \) if performing \( Op \) on uncertain relations in \( S \) always results in a set of possible instances that can be represented in \( S \).

We now define a set of four representation schemes, \( S_{\text{prop}}, S_{\text{attr}}, S_{\text{tuple}}, \) and \( S_2 \), that we study in this paper. \( S_{\text{prop}} \) is complete, while \( S_{\text{attr}}, S_{\text{tuple}}, \) and \( S_2 \) are incomplete. While many other schemes can be assembled out of the constructs that we consider (attribute-ors, tuple-ors, \( ? \)'s, and constraints; recall Section 1), we chose these four as a representative sample of the space of construct combinations, and because they serve to delineate different results for the problems we consider. Other complete schemes, such as the well-known c-tables [32], are similar to \( S_{\text{prop}} \) with respect to the problems considered in this paper.

2.1 \( S_{\text{prop}} \)

Our first representation scheme, \( S_{\text{prop}} \), consists of \( t \)-tuples and constraints. The \( t \)-tuples in \( S_{\text{prop}} \) contain attribute-ors (recall Section 1; see also [22, 33, 38]) allowing a finite set of alternative values to be specified for individual attributes. The existential constraints in \( S_{\text{prop}} \) (considered earlier in the context of relations with nulls [16]) enable us to specify uncertainty about whether a \( t \)-tuple exists in a relation, or how its existence depends on the existence of other \( t \)-tuples. A relation in \( S_{\text{prop}} \) is represented formally by:

1. a multiset of \( t \)-tuples, \( T = t_1, \ldots, t_n \)
2. a boolean formula \( f(T) \)

The name \( S_{\text{prop}} \) is derived from the propositional formula comprising \( f(T) \).

Definition 2.5 (Instances in \( S_{\text{prop}} \)). The possible instances \( I(R) \) of an \( S_{\text{prop}} \) relation \( R = (T, f) \) is a set of relations corresponding to all satisfying assignments for \( f(T) \) and all possible choices of attribute-ors. Let \( \sigma \) be a satisfying assignment for \( f(T) \). Then an instance in \( I(R) \) is obtained by taking the set of \( t \)-tuples set to true in \( \sigma \) and picking one attribute value for each attribute-or in these \( t \)-tuples.

For example, consider this \( S_{\text{prop}} \) relation:

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_1 )</td>
<td>{Thomas, Tom}</td>
</tr>
<tr>
<td>Alice</td>
<td>Maine St., Main St.</td>
</tr>
</tbody>
</table>

\[ f(T) = t_1 \land t_2 \]

Tuple \( t_1 \)'s Name is either Thomas or Tom, and tuple \( t_2 \) indicates that Alice lives on either Maine or Main St. The constraint \( f(T) \) indicates that both \( t_1 \) and \( t_2 \) must be present. The possible instances of this relation are thus:

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas</td>
<td>Poplar Ave.</td>
</tr>
<tr>
<td>Alice</td>
<td>Maine St.</td>
</tr>
</tbody>
</table>

2.2 \( S_{\text{attr}} \)

Like \( S_{\text{prop}}, S_{\text{attr}} \) uses attribute-ors in its \( t \)-tuples, but it does not allow the specification of arbitrary constraints over the \( t \)-tuples. Instead, it allows us to specify uncertainty about whether a \( t \)-tuple is present: A '??' on a \( t \)-tuple denotes possible absence of the tuple. The possible instances of an \( S_{\text{attr}} \) relation correspond to all combinations of attribute values as in \( S_{\text{prop}} \). However, in place of considering all satisfying assignments as in \( S_{\text{prop}} \), we consider all combinations of absences of tuples labeled '?'.

Consider the example in the previous section. Suppose that instead of the formula \( f \), tuple \( t_1 \) is labeled with a '??' and tuple \( t_2 \) has no label. Then the possible instances of this \( S_{\text{attr}} \) relation are:

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas</td>
<td>Poplar Ave.</td>
</tr>
<tr>
<td>Alice</td>
<td>Maine St.</td>
</tr>
</tbody>
</table>

Notice that we can represent this same set of instances in \( S_{\text{prop}} \) by simply changing the constraint to \( f(T) = t_2 \).

2.3 \( S_{\text{tuple}} \)

The next scheme we consider uses '??' labels as in \( S_{\text{attr}} \) but uses tuple-ors instead of attribute-ors (thus the names \( S_{\text{tuple}} \) versus \( S_{\text{attr}} \)). The possible instances of an \( S_{\text{tuple}} \) relation are obtained by choosing at most one tuple alternate from each \( t \)-tuple labeled with a '??' and exactly one alternate from each unlabeled \( t \)-tuple. Consider the following \( S_{\text{tuple}} \) relation:

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas</td>
<td>Poplar Ave.</td>
</tr>
<tr>
<td>Alice</td>
<td>Maine St.</td>
</tr>
</tbody>
</table>

Notice that we can represent this same set of instances in \( S_{\text{prop}} \) by simply changing the constraint to \( f(T) = t_2 \).
This uncertain relation generates the six same instances as the example for $S_{attr}$. As in this example, $S_{attr}$ can often yield more compact representations than $S_{tuple}$, but $S_{tuple}$ is more expressive. We will later highlight some interesting results and differences for the two.

### 2.4 $S_2$

$S_2$ differs from the other schemes in that it uses ordinary tuples instead of u-tuples. Like $S_{prop}$, it includes a boolean formula $f$ over the tuples, however the formula must be in 2-CNF form (hence the name $S_2$). As in Definition 2.5 for $S_{prop}$, possible instances are determined by considering all satisfying assignments of $f$ and collecting all tuples set to true in the assignment. For example, consider the $S_2$ relation:

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>Main St.</td>
</tr>
<tr>
<td>Alice</td>
<td>Maine St.</td>
</tr>
</tbody>
</table>

where $\oplus$ denotes an exclusive-or. This relation has two possible instances:

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>Main St.</td>
</tr>
<tr>
<td>Alice</td>
<td>Main St.</td>
</tr>
</tbody>
</table>

This uncertain relation generates the six same instances as the example for $S_{attr}$. As in this example, $S_{attr}$ can often yield more compact representations than $S_{tuple}$, but $S_{tuple}$ is more expressive. We will later highlight some interesting results and differences for the two.

### 3 Uniqueness and Equivalence

A natural question that arises in the context of our representation schemes is whether sets of possible instances have unique representations in the different schemes. We show in this section that while $S_{attr}$ and $S_{tuple}$ do guarantee unique representations, $S_{prop}$ and $S_2$ do not.

#### Theorem 3.1

Every set of possible instances representable in $S_{tuple}$ or $S_{attr}$ has a unique representation.

#### Proof Sketch:
Recall that full proofs for all theorems in this paper are given in the online technical report [21]. This result is first shown for $S_{tuple}$. Given any two distinct relations $R_1$ and $R_2$ in $S_{tuple}$, we explicitly construct an instance of one of the relations that is not an instance of the other. Thus any two relations in $S_{tuple}$ that represent the same set of instances must be identical. We then show that distinct $S_{attr}$ relations map to distinct $S_{tuple}$ relations, thus proving the uniqueness of $S_{attr}$ in turn.

#### Theorem 3.2

There exist sets of possible instances representable in $S_2$ or $S_{prop}$ that do not have unique representations.

#### Proof Sketch:
For both representation schemes, we analyze the two possible sources of non-uniqueness: differences in tuple sets of relations that represent the same set of instances, and differences in constraints. In particular, we consider the following two questions:

Q1: Can two relations under a representation scheme have different sets of u-tuples but the same set of instances?

Q2: Consider two relations under a representation scheme having the same sets of u-tuples. Can these relations have non-equivalent constraints over the u-tuples, yet the same set of instances?

We show for $S_2$ that the answer to Q1 is “yes” and to Q2 is “no”. For $S_{prop}$ the answer to both the questions is “yes”. Hence neither scheme guarantees unique representations.

We also consider variations on Theorem 3.2 such as allowing duplicate u-tuples in the representation, and a restricted form of $S_2$ allowing only mutual-exclusion ($\oplus$) and mutual-inclusion ($\equiv$). We present results for all of these cases with respect to questions Q1 and Q2 in the technical report.

### 3.1 Equivalence Testing

The results in Section 3 showing non-uniqueness of $S_{prop}$ and $S_2$ lead next to the problem of testing, in these schemes, whether two relations are equivalent, i.e., whether they represent the same possible instances. ($S_{attr}$ and $S_{tuple}$ are unique so we need not consider the problem of equivalence testing for them.)

#### Theorem 3.3

The equivalence of two relations in $S_2$ can be tested in polynomial time, while testing for equivalence in $S_{prop}$ is NP-hard.

#### Proof Sketch:
The hardness of equivalence testing in $S_{prop}$ follows directly from the hardness of SAT. For equivalence testing in $S_2$, we present a polynomial time algorithm. Given two $S_2$ relations $R_1 = (T_1, f_1)$ and $R_2 = (T_2, f_2)$:

1. Construct $T_1'$ from $T_1$ by eliminating all $t \in T_1$ such that setting $t$ to true makes $f_1$ unsatisfiable.
2. Construct $f_1'$ from $f_1$ by setting all variables in $T_1-T_1'$ to false.
3. If $T_1' \neq T_2'$ return $R_1 \neq R_2$. 

4. If \( f_1' \neq f_2' \) return \( R_1 \neq R_2 \).
5. Return \( R_1 \equiv R_2 \).

The algorithm works by first eliminating tuples that are not present in any of the possible instances of the uncertain relations and modifying the formulas accordingly. We are thus left with minimal tuple sets for both relations. If the tuple sets are not the same at the end of this process then there is some tuple that is present in some instance of one relation that is not present in any instance of the other relation. If the formulas are not equivalent, then we use the Q2 “no” answer for \( S_2 \) from the proof sketch of Theorem 3.2: two duplicate-free \( S_2 \) relations with the same tuple sets but non-equivalent formulas cannot represent the same set of instances.

We show in the technical report that if duplicate tuples are allowed in the representation, equivalence testing in \( S_2 \) also becomes NP-hard.

4 Minimization of \( S_{prop} \)

As seen in Section 3, \( S_{prop} \) and \( S_2 \) do not guarantee unique representations for sets of possible instances. In this section we present results for \( S_{prop} \) only, since all of them apply to \( S_2 \) as well. Two equivalent \( S_{prop} \) representations may in fact have arbitrarily different sizes. As an extremely simple example, consider the empty set of possible instances. This scenario could be represented in \( S_{prop} \) by a large unsatisfiable formula over many tuples, or by an empty set of tuples and an empty formula. In this section we study the minimization of \( S_{prop} \) relations. Recall that an \( S_{prop} \) relation consists of \( u \)-tuples \( T \) and a boolean formula \( f(T) \). We define minimal in terms of the sum of the sizes of \( T \) and \( f \).

Example 4.1. Consider the possible instances:

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>Maine St.</td>
</tr>
<tr>
<td>Alice</td>
<td>Main St.</td>
</tr>
</tbody>
</table>

One \( S_{prop} \) representation is to encode the mutual exclusion using a constraint:

\[
\begin{array}{c|c}
Name & Address \\
\hline
 t_1 & Alice & Main St. \\
 t_2 & Alice & Maine St. \\
\end{array}
\]

\[ f(T) = (t_1 \oplus t_2) \]

However, the minimal representation is to have one \( u \)-tuple with an attribute-or, and no constraint (i.e., \( f = true \)):

\[
\begin{array}{c|c}
Name & Address \\
\hline
 t_1 & Alice & \{Main St., Maine St.\} \\
\end{array}
\]

Let \((T, f)\) denote \( S_{prop} \) relations, \(|T|\) denote the number of \( u \)-tuples, and let size\((f)\) denote the size of the formula measured as the number of clauses in the minimal CNF form. (Our results also hold if size\((f)\) denotes the number of literals.) Also, we write \( R_1 \equiv R_2 \) if \( R_1 \) and \( R_2 \) represent the same set of instances.

Definition 4.2 (Minimal \( S_{prop} \)). An \( S_{prop} \) relation \( R = (T, f) \) is minimal if there does not exist another \( S_{prop} \) relation \( R' = (T', f') \) with \( R \equiv R' \) and \(|T'| + \text{size}(f') < (|T| + \text{size}(f))\).

In terms of \( f \), there exist practical techniques for minimization of propositional formulas (e.g., \([34, 44, 40]\)), but in the worst case minimizing arbitrary formulas is NP-hard \([28]\). Moreover, we need to simultaneously minimize the sum of sizes of \( T \) and \( f \): minimizing \( f \) for a given \( T \) need not give a minimal \( S_{prop} \) representation.

At first glance it may seem that finding the smallest representation requires a search over all possible sizes of \( T \) and \( f \), and not just a search for the minimal \(|T|\) or minimal size\((f)\). However, we will give an interesting result showing that for any \( S_{prop} \) relation, by minimizing \(|T|\), we also minimize size\((f)\). This result holds for any representation scheme with a restricted set of propositional constraints, for example \( S_2 \). We subsequently show how this result may be used to maintain minimality while performing certain operations in \( S_{prop} \).

4.1 Tuple-Minimality versus Constraint-Minimality

Theorem 4.3 (Tuple vs. Constraint Minimality). Given \( S_{prop} \) relations \( R_1 = (T_1, f_1) \) and \( R_2 = (T_2, f_2) \), if \( R_1 \equiv R_2 \) and \(|T_1| > |T_2| \), then there exists an equivalent \( S_{prop} \) relation \( R = (T, f) \) with \(|T| < |T_1|\) and size\((f) \leq \text{size}(f_1)\). In other words, minimizing the number of \( u \)-tuples minimizes the size of the minimal constraint.

Proof Sketch: The proof of this theorem is constructive: given \( R_1 \) and \( R_2 \), we give an algorithm to construct \( R \) satisfying the theorem. We use \( R_1 \) and \( R_2 \) to construct an independent set of \( u \)-tuples \( T \), where \(|T| < |T_1|\). We then show that there is an equivalent representation \( R \) with \( u \)-tuples \( T \), and that there is a translation from \( R_1 \) to \( R \) involving a series of atomic operations that we call “splits” and “combines”. We give bounds on the number of clauses these operations add or remove from \( f_1 \) based on the \( u \)-tuples that are split or combined. We also give the number of combines and splits required to translate from \( R_1 \) to \( R \), and use a counting argument to show size\((f) \leq \text{size}(f_1)\).

The theorem implies that if \( R \) has a minimal set of \( u \)-tuples \( T \) it also has minimal \( f \), but it does not imply that if \( R_1 \) has fewer tuples than \( R_2 \), then \( f_1 \) can be made smaller than \( f_2 \). The following counterexample refutes the possibility that fewer tuples always implies fewer constraints:

\[
\begin{array}{c|c}
Name & Address \\
\hline
 t_1 & Alice & \{Main St., Maine St.\} \\
\end{array}
\]
Example 4.4. We illustrate $S_{\text{prop}}$ relations $R_1 \equiv R_2$ with $|T_1| < |T_2|$ and in the minimal form $\text{size}(f_1) > \text{size}(f_2)$. Let $T_1$, $T_2$, $f_1$, and $f_2$ be:

<table>
<thead>
<tr>
<th>$T_1$</th>
<th>$T_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_1</td>
<td>a</td>
</tr>
<tr>
<td>t_2</td>
<td>b</td>
</tr>
<tr>
<td>t_3</td>
<td>c</td>
</tr>
<tr>
<td>t_4</td>
<td>d</td>
</tr>
<tr>
<td>t_5</td>
<td>[p,q]</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>t_m</td>
<td>$\vdots$</td>
</tr>
</tbody>
</table>

$f_1 = t_1 \land t_2 \land (\neg t_3 \lor \neg t_4) \land (t_5 \Rightarrow l_1) \land (t_4 \Rightarrow l_i)$, for all $i$

$f_2 = (t_1 \oplus t_2) \land (t_3 \oplus t_4) \land (t_5 \Rightarrow l_i)$, for all $i$

$l_1, \ldots, l_m$ can be any set of distinct tuples. The constraints state that the presence of either $p$ or $q$ implies the presence of all of $l_1, \ldots, l_m$, in addition to other constraints on the $t$ tuples. Choosing a sufficiently large $m$, we get $\text{size}(f_1) > \text{size}(f_2)$, and $R_1 \equiv R_2$ but $|T_1| < |T_2|$.

Our nice result coupling minimality of tuples and constraints unfortunately does not hold when we allow duplicate u-tuples.

Lemma 4.5. Theorem 4.3 does not hold for $S_{\text{prop}}$ relations with duplicates in the representation.

Full Proof: Consider $S_{\text{prop}}$ relation $R$ where $T = \{ t_1:(a), t_2:(b), t_3:(c), t_4:(x), t_5:(y), t_6:(z) \}$ and $f = (t_1 \Rightarrow t_4) \land (t_2 \Rightarrow t_5) \land (t_3 \Rightarrow t_6) \land (\neg t_4 \lor \neg t_5 \lor \neg t_6)$. Intuitively, the presence of one (or two) $a$ tuples in an instance provides the presence of at least one (or two respectively) $x$, $y$, or $z$ tuples. Since there is a constraint that not all three of $x$, $y$, and $z$ can appear in the same instance, no instance can have three $a$’s. Therefore, there is an equivalent $S_{\text{prop}}$ relation $R'$ with $T' = \{ s_1:(a), s_2:(a), s_3:(x), s_4:(y), s_5:(z) \}$ but $f'$ requires more than 4 clauses. Therefore, we have $R \equiv R'$, $|T| > |T'|$, and $\text{size}(f) < \text{size}(f')$, yet there is no other $S_{\text{prop}}$ representation for the same set of instances with the number of u-tuples and size of constraints being smaller than $T$ and $f$ respectively.

4.2 Incremental Minimality

It can easily be shown that minimizing an arbitrary $S_{\text{prop}}$ relation is NP-hard in general. However, we can still use the result of Theorem 4.3 to our advantage: If we perform an operation on minimal $S_{\text{prop}}$ relations, then minimizing the number of u-tuples in the result also minimizes the size of constraints. Thus, if we start with minimal relations, we can maintain minimality by always minimizing the number of u-tuples in the results of operations.

In general, even maintaining a minimal number of u-tuples while performing operations is a hard problem, but for certain operations we have efficient algorithms.

Theorem 4.6 (Incremental Minimality of $S_{\text{prop}}$). Given $S_{\text{prop}}$ relations in minimal form, there exist polynomial time algorithms to compute their union or cross-product so that the resulting $S_{\text{prop}}$ relation is minimal with respect to the number of tuples (and hence also constraints).

We prove this theorem in the technical report, and also show why the most natural algorithms for selection, projection, and natural join fail to maintain minimality. A more detailed study of maintaining incremental minimality while performing operations is an interesting direction for future work.

5 Approximate Representations

Now that we have addressed uniqueness, equivalence, and minimality of representation schemes, let us consider approximation. Our primary motivation is that users may wish to view a simpler representation than $S_{\text{prop}}$—one that does not include full propositional formulas—and furthermore they may not require a fully accurate representation of the possible instances. (After all, we are operating uncertainty to begin with!)

Example 5.1. Suppose we have three possible instances of $R$:

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas</td>
<td>Poplar Ave.</td>
</tr>
<tr>
<td>Alice</td>
<td>Main St.</td>
</tr>
</tbody>
</table>

Suppose we would like to represent this uncertain relation in $S_{\text{tupl}}$. There is no exact representation of $R$ in $S_{\text{tupl}}$, but the following is a reasonable approximation: It has all the instances of $R$ and also the empty relation as an additional instance:

<table>
<thead>
<tr>
<th>Name, Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_1: (Thomas, Poplar Ave.)</td>
</tr>
<tr>
<td>t_2: (Alice, Main St.)</td>
</tr>
</tbody>
</table>

In this section, we first explore approximations of $S_{\text{prop}}$ using constraint-free representation schemes $S_{\text{attr}}$ and $S_{\text{tupl}}$, then we study approximation in $S_2$.  

5.1 Approximating in $S_{\text{attr}}$ or $S_{\text{tupl}}$

Since $S_{\text{attr}}$ and $S_{\text{tupl}}$ are incomplete, the first question to ask is: Given a set $P$ of possible instances for a relation, how do we determine whether $P$ can be represented in $S_{\text{attr}}$ or $S_{\text{tupl}}$? We first answer this question for $S_{\text{tupl}}$, and then extend our result to $S_{\text{attr}}$. 

2The proof reduces an instance of the SAT problem to minimization of an $S_{\text{prop}}$ relation, with variables of the SAT instance mapped to distinct tuples. The SAT instance is unsatisfiable iff the minimal $S_{\text{prop}}$ relation has an empty set of tuples and $f \equiv \text{false}$. 
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Input: Set of Possible Instances \( P \)
Output: \( S_{\text{tuple}} \) representation \( R \) for \( P \), if one exists.
1: Pad every instance in \( P \) with zero or more special tuples “*” so the number of tuples in each instance is equal to the maximum original instance cardinality.
2: Consider distinct tuples in \( P \), in any order, say \( t_1, \ldots, t_m \). Let the maximum multiplicity of \( t_i \) in any instance in \( P \) be \( m_i \).
3: Consider \( t_1 \). Add \( m_1 \) tuple-ors to \( R \), each containing \( t_1 \).
4: Look at the maximum number \( n \) of instances of \( t_1 \) that co-occur with \( m_2 \) instances of \( t_2 \), in some instance of \( P \). If there is an \( S_{\text{tuple}} \) representation, then there are \( n \) tuple-ors to which \( t_2 \) can be added. Additionally, create \( m_2 - n \) new tuple-ors to accommodate the remaining \( t_2 \)’s.
5: Continuing, for each \( t_i \) look at the maximum number of instances of \( t_1 \) through \( t_{i-1} \) that co-occur with \( m_i \) instances of \( t_i \) in some instance of \( P \) and determine the pre-existing tuple-ors to which \( t_i \) must be added, as well as the new tuple-ors that must be created. If no such addition of \( t_i \) is possible, exit returning “no \( S_{\text{tuple}} \) representation.”
6: Remove “*” from all tuple-ors in \( R \) containing it, and annotate these tuple-ors with “?”.
7: Check to see if the possible instances of \( R \) exactly match the input \( P \). If yes, return \( R \), otherwise return “no representation”.

Algorithm 1: \( S_{\text{tuple}} \)-REP Algorithm

Theorem 5.2. Algorithm 1, \( S_{\text{tuple}} \)-REP, gives the basic steps of a polynomial (in the size of \( P \)) algorithm that returns an exact representation of \( P \) in \( S_{\text{tuple}} \) whenever one exists.

Proof Sketch: The algorithm looks at co-occurrences of tuples in the possible instances and from them attempts to construct an \( S_{\text{tuple}} \) relation. If at any point a tuple cannot be added to the \( S_{\text{tuple}} \) relation being constructed, then no \( S_{\text{tuple}} \) representation is possible and the algorithm exits. If all tuples are added successfully, then the result is an \( S_{\text{tuple}} \) representation of \( P \) if it correctly represents the possible worlds. If not, there is no representation.

Theorem 5.3. Algorithm \( S_{\text{tuple}} \)-REP for finding exact \( S_{\text{tuple}} \) representations can be modified (easily) to obtain \( S_{\text{attr}} \) representations.

Full Proof: If there is no \( S_{\text{tuple}} \) representation, there is clearly no \( S_{\text{attr}} \) representation either. If there is an \( S_{\text{tuple}} \) representation \( R \), we check if each u-tuple in \( R \) can be represented using attribute-ors (instead of tuple-ors). If we can convert all tuple-ors to attribute-ors, we have our \( S_{\text{attr}} \) representation. If there are u-tuples in \( R \) that cannot be converted to attribute-ors, there exists no \( S_{\text{attr}} \) representation. This result follows from the uniqueness of \( S_{\text{tuple}} \). If there is an \( S_{\text{attr}} \) representation not obtained by conversion of sets in \( R \) to u-tuples comprised only of attribute-ors, it can be mapped to a different \( S_{\text{tuple}} \) representation \( R' \), violating uniqueness.

Now that we have seen how to find exact representations in \( S_{\text{tuple}} \), let us consider approximating a set of possible instances in \( S_{\text{tuple}} \) when no exact representation exists. Note that approximating in \( S_{\text{tuple}} \) is usually easier than in \( S_{\text{attr}} \), since \( S_{\text{tuple}} \) is more expressive than \( S_{\text{attr}} \). In the remainder of this subsection we consider only approximation in \( S_{\text{tuple}} \); extension of the results to \( S_{\text{attr}} \) is left as future work.

Consider a set of instances \( P \) and an \( S_{\text{tuple}} \) relation \( R \) with instances \( I(R) \). We would like \( I(R) \) to be as “close” to \( P \) as possible, for some notion of closeness between sets of possible instances. First we state a result showing that it is not always possible to find good approximations.

Lemma 5.4. There exists an \( S_{\text{prop}} \) relation \( R \) for which there is no constant factor \( S_{\text{tuple}} \)-approximation \( R' \) under the Jaccard measure of similarity between \( I(R) \) and \( I(R') \).

Example 5.5. We give the intuition behind this result with an example set of possible instances that have no constant factor approximation in \( S_{\text{tuple}} \). Consider \( n \) instances \( \{P_1, P_2, \ldots, P_n\} \) for a relation with two attributes. Let the \( i \)-th instance have two tuples: \( t_1^i : (i, 1) \) and \( t_2^i : (i, 2) \).

This set of instances does not admit any constant factor approximation \( R \) in \( S_{\text{tuple}} \). If \( I(R) \) contains all \( n \) of the possible instances, then \( R \) would need to have \( O(n^2) \) instances in total.

Though we see that there are cases when no good approximations exist, we would still like to do as well as possible. A “best” approximation \( R \) of \( P \) can be defined in several ways:

- **Maximal Subset**: maximal \( R \) such that \( I(R) \subseteq P \)
- **Minimal Superset**: minimal \( R \) such that \( I(R) \supseteq P \)
- **Closest Set**: \( R \) such that \( I(R) \) is as close to \( P \) as possible (using a measure of closeness like Jaccard similarity).

For this paper, we consider the minimal superset definition so as to preserve the possible instances. Results analogous to ours are likely to hold for other notions of best approximation as well, and we plan to explore this topic as future work. We use \( |R| \), the number of u-tuples, as our metric for minimality of \( R \). Further, we restrict ourselves to \( R \) where for each \( t \), the number of u-tuples in \( R \) containing \( t \) is equal to the maximum multiplicity of \( t \) in any possible instance of \( P \). We impose this condition to restrict the “width” (i.e., number of possibilities) in each u-tuple of \( R \).

Lemma 5.6. There always exists some \( R \) in \( S_{\text{tuple}} \) such that \( I(R) \supseteq P \).

\(^3\)Without this condition, a trivial best approximation is obtained by including \( n \) u-tuples, each having all possible tuples in \( R \), where \( n \) is the maximum cardinality of any instance in \( P \).
Full Proof: $R$ is constructed by including in $R$ a tuple or $s$ for every tuple $t$ appearing in some instance of $P$, with multiplicity equal to the maximum number of times it appears in any possible instance. Annotating each tuple or with “?”, we get $I(R) \supseteq P$. □

Of course the construction from this proof may give a very poor approximation, with $I(R)$ being much larger than $P$. We have the following result for finding better approximations:

**Theorem 5.7** (Best $S_{\text{tuple}}$ Approximation for $P$).

1. Finding the best $S_{\text{tuple}}$ approximation for an arbitrary set of possible instances $P$ is NP-hard.

2. There exists an algorithm, that given $P$, constructs a $5/7$-differential approximation in polynomial time. □

Proof Sketch: The proof of hardness is shown by a reduction from the NP-hard minimum graph coloring problem. We then show that there is an inverse reduction to the graph coloring problem that can be $5/7$-differentially approximated.

Approximating an $S_{\text{prop}}$ Representation

Given an arbitrary $S_{\text{prop}}$ relation, the trivial approximation obtained by simply eliminating all constraints works, but may not give a good solution. Finding the best $S_{\text{tuple}}$ representation for an arbitrary $S_{\text{prop}}$ relation is intractable, but we can use Theorem 5.7: A brute-force approach is to construct all possible instances from the representation and then proceed as above. However, if we are able to construct all pairwise conflicts among $u$-tuples in the $S_{\text{prop}}$ relation, then we can use the algorithm of Theorem 5.7 without actually constructing the possible instances.

The next section considers approximating $S_{\text{prop}}$ in $S_2$. More algorithms for constructing approximations of one representation scheme in another in general suggests an interesting direction for future work.

**5.2 Approximating in $S_2$**

We briefly look at the problem of approximating $S_{\text{prop}}$ relations in using $S_2$, as an approximate representation for an uncertain relation. An arbitrary $S_{\text{prop}}$ relation $R$ can be approximated as $S_2$ relations $R_1$ and $R_2$ such that $I(R_1) \subseteq I(R)$ and $I(R_2) \supseteq I(R)$, using techniques developed for theory approximation [35]. In general finding best approximations for propositional theories into tractable classes can be hard, but [35] gives algorithms for finding lower and upper bounds on a general theory in an online fashion. Their techniques are applicable for a class of tractable theories, including 2-CNF. We use these algorithms for approximation of $S_{\text{prop}}$ representations. Applying the algorithms directly gives representations with $2$-clauses over $u$-tuples. However, we can first translate an $S_{\text{prop}}$ relation $S$ into an equivalent $S'_{\text{prop}}$ relation $S'$ with ordinary tuples and constraints over them. We then use the algorithms from [35] on $S'$ to progressively get better approximations $R_1$ and $R_2$ for $S'$ (and hence $S$).

6 Closure versus Completeness

Recall from Section 2 that a representation scheme $S$ is complete if it can represent all finite sets of possible instances, and it is closed under an operation $Op$ if it can represent the result of performing $Op$ on any relations represented in $S$.

Clearly, every complete representation scheme $S$ is also closed under all relational algebra operations, since every operation generates a finite set of possible instances, which by completeness can be represented in $S$. The converse, however, is not true in general: for example, $S_{\text{tuple}}$ and $S_{\text{attr}}$ are incomplete, yet they are closed under some operations such as projection and cross-product. One can certainly argue that closure is more important than completeness for real applications. We show an interesting result that any scheme $S$ that is expressive enough to represent a very basic form of uncertainty, and that is closed under a small set of operations, can represent all finite sets of possible instances of an uncertain relation, i.e., $S$ is complete

**Theorem 6.1** (Closure $\Rightarrow$ Completeness).

Consider a representation scheme $S$ with the following properties:

- **Basic Uncertainty**: $S$ can represent all regular (certain) databases, and also can represent a unary uncertain relation $R$ with two possible instances $P_1 : (1)$ and $P_2 : (2)$.

- **Minimal Closure**: $S$ is closed under one of the following sets of operations: (a) \{$\Pi$, $\times$\}, or (b) \{$\sigma$, $\Pi$, $\times$\}.

Then $S$ is a complete representation scheme.

Proof Sketch: We show that any set of possible instances $P$ can be constructed by applying the minimal sets of operations on regular databases and $R$. We use the uncertainty in $P_1$ versus $P_2$ to construct the number of possible instances in $P$, and then combine this uncertainty with regular relations in $S$ to obtain $P$. □

7 Related Work

The study of uncertain databases has a long history, dating back to a series of initial papers in the early 1980’s, e.g., [8, 12, 32, 47], and a great deal of follow-on work, e.g., [7, 18, 25, 32, 39, 36, 37, 41]. Much of this previous work lays theoretical foundations and considers query answering, e.g., [1, 2, 30, 47]. Systems based around uncertain data are discussed in [10, 36, 48].
The specific properties and problems addressed in most of this previous work are centered around completeness, closure, and membership questions. We are not aware of any previous work that focuses on the problems we consider in this paper: uniqueness, equivalence, minimization, and approximation.

Like uncertain databases, the related area of probabilistic databases has been experiencing revived interest, especially in query answering [17, 18, 19]. Work in probabilistic databases also has not, to the best of our knowledge, considered the problems we address in this paper. The representation schemes we consider in this paper do not include probability distributions; revisiting and extending our results to the probabilistic case is an important direction of future work.

Another related area is inconsistent databases, e.g., [3, 5, 6, 11, 15, 23, 31, 49], in which the possible “minimal repairs” [6, 13, 49] to an inconsistent database result in a set of possible instances (i.e., an uncertain database). Reasoning with uncertainty in the Artificial Intelligence context is similarly related, e.g., [24, 43, 45]. Again, our work in this paper focuses on specific problems associated with representation schemes for uncertainty, and we have not seen these problems addressed in the related areas.

Approximate query answering, and obtaining ranked results to imprecisely defined queries, is also an active area of research, e.g., [4, 27, 25, 46]. This body of work should not be confused with ours: we look at modeling uncertainty and querying it exactly, as opposed to modeling exact data and querying it approximately.

The problems addressed in this paper arose in the context of the Trio project at Stanford, whose objective is to develop a system that fully integrates data, uncertainty, and lineage [48]. In an initial Trio paper on models for uncertainty [20], we introduced numerous representation schemes and considered their completeness, closure, and relative expressiveness. Although the approximation problem was suggested in that paper, it was not solved, and the other problems we consider here—uniqueness, equivalence, and minimization—were not discussed at all. In a separate paper, we consider several aspects of integrating data lineage together with uncertainty [9], which is the ultimate goal of the Trio project.

8 Conclusions and Future Work

This paper addressed a number of problems arising from representation schemes for uncertain data. These problems have not been studied before to the best of our knowledge. We introduced four different schemes by assembling basic constructs for uncertainty. Using these schemes, we explored uniqueness, equivalence, minimization, and approximation, obtaining complexity results and providing algorithms for tractable cases. We also gave a new result connecting closure and completeness for a broad class of representation schemes.

The results in this paper suggest a number of areas for future work:

- As mentioned in Section 7, the area of probabilistic databases is of great interest. Uncertain databases can be extended to include probabilities [7, 10, 14, 27, 36], so extending the definitions and results in this paper poses a set of interesting open problems.
- We considered the problem of maintaining minimal-ity incrementally for only certain schemes and operations (Section 4). The problem remains open for other operations and schemes, as well as for representations with duplicates.
- Likewise, for the problem of approximating an uncertain relation in a simple representation scheme, we considered primarily \( S_{\text{tuple}} \) (Section 5). We have not yet considered approximations in \( S_{\text{attr}} \) in any detail, nor other simple representation schemes that may be appealing to users [20].
- In this paper, we considered primarily the problem of approximating a set of possible instances when a representation scheme is not expressive enough. A practical problem for future work is that of developing algorithms that directly convert uncertain relations in an expressive representation scheme (such as \( S_{\text{prop}} \)) into approximations in weaker schemes.
- We concluded with an interesting result showing that closure under a small set of operations implies completeness. An interesting open problem is to fully characterize the gap between closure and completeness, i.e., to come up with all minimal sets of operations for which closure implies completeness.
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A Uniqueness and Equivalence Testing Proofs

A.1 Proof of Uniqueness of \( S_{\text{attr}} \) and \( S_{\text{tuple}} \)

Proof. We consider each of the models separately.

\( S_{\text{tuple}} \): Consider two relations \( R_1 \) and \( R_2 \) in \( S_{\text{tuple}} \) with \( I(R_1) = I(R_2) \). Let \( \{r_1, \ldots, r_m\} \) and \( \{r'_1, \ldots, r'_n\} \) be their tuple-ors. Note that \( m = n \). This is because, if \( m \) were less than \( n \), there would be some instance in \( I(R_2) \) with \( n \) tuples, while the maximum number of tuples in any instance of \( I(R_1) \) is \( m \), leading to a contradiction. Similarly, \( m \) cannot be greater than \( n \).

We now need to show that \( \forall i, \exists j \) s.t. \( r_i = r'_j \). Suppose this is not true - then we can construct an instance, \( \mathcal{I} \), in \( I(R_1) \) that is not in \( I(R_2) \), arriving at a contradiction. Let \( T_1 \) be the set of all \( r_i \) for which there is some \( r'_j \) such that \( r_i = r'_j \) and let \( T_2 \) be the remaining tuple-ors in \( R_1 \). Similarly, define \( S_1 \) and \( S_2 \) over the tuple-ors in \( R_2 \). Thus \( T_1 = S_1 \) and \( |T_2| = |S_2| \).

Choose \( r_1 \in T_2 \) and \( r'_1 \in S_2 \). Without loss of generality, assume that there is some tuple \( t \) in \( r_1 \) that is not in \( r'_1 \). Let \( x \) tuple-ors in \( R_1 \) contain \( t \). Then for each of these \( x \) tuple-ors, include \( t \) in the instance \( \mathcal{I} \). There must be \( x \) corresponding tuple-ors in \( R_2 \) that must be set to \( t \) in order to produce the instance \( \mathcal{I} \). Note that an equal number of tuple-ors from \( T_1 \) and \( S_1 \) would be set to \( t \) and so also, an equal number of tuple-ors from \( T_2 \) and \( S_2 \). Moreover, if a set in \( T_1 \) is set to \( t \), then the corresponding set that is equal to it in \( T_2 \) cannot also be set to \( t \).

At the end of this process no tuple from \( r'_1 \) has been chosen since \( r'_1 \) does not contain \( t \). So we next look at \( r'_j \) and another tuple-or \( r_k \) from \( T_2 \) such that \( r'_j \neq r_k \) and no tuple from \( r_k \) has yet been chosen to be included in the instance. We include some tuple \( u \) that occurs in \( r'_j \) but not \( r_k \) (or vice versa) in the instance \( \mathcal{I} \), and set all other tuple-ors that contain \( u \) in \( R_1 \) and \( R_2 \) to \( u \). We carry on in this manner until finally we are left with only one tuple-or in each of \( T_2 \) and \( S_2 \) for which tuples have not yet been chosen. Let \( v \) be a tuple that is present in the remaining tuple-or from \( T_2 \) but not in the tuple-or from \( T_1 \). Let there be \( y \) tuple-ors remaining in \( R_1 \) that contain \( v \). Every tuple-or in \( T_1 \) that contains \( v \) has a corresponding tuple-or in \( S_1 \) that contains \( v \). Thus from here on, it would be possible to construct \( \mathcal{I} \in I(R_1) \) that contains \( y \) instances of the tuple \( v \) whereas only \( y - 1 \) tuple-ors in \( R_2 \) can be set to \( v \). Thus \( \mathcal{I} \notin I(R_2) \).

This shows that \( R_1 \) and \( R_2 \) must have the same set of tuple-ors. Moreover, the ‘?’ annotations on the tuple-ors must be the same and to show this we can repeat the above proof by removing the labels and instead adding ‘?’ to every labeled tuple-or as a special alternate tuple. If the resulting instance \( \mathcal{I} \) contains any ‘?’ tuple-ors then we just discard these tuples and the resulting instance is the one that can be found in one relation but not the other.

\( S_{\text{attr}} \): Every \( S_{\text{attr}} \) relation can easily be converted to an equivalent \( S_{\text{tuple}} \) relation. Each \( u \)-tuple \( t \) in the \( S_{\text{attr}} \) relation is converted to a tuple-or \( r \) in the \( S_{\text{tuple}} \) relation by choosing all possible combinations of attributes from the attribute-or in \( t \) as alternate tuples for \( r \). A ‘?’ tag for a \( u \)-tuple in \( S_{\text{attr}} \) becomes a ‘?’ tag for the corresponding tuple-or. Under this transformation, two syntactically different \( S_{\text{attr}} \) relations give two distinct \( S_{\text{tuple}} \) relations. Hence by the uniqueness result in \( S_{\text{tuple}} \), \( S_{\text{attr}} \) also has a unique representation for every representable set of possible instances.

\( \square \)

A.2 Proof of Non-Uniqueness of \( S_2 \), \( S_{\text{prop}} \) and \( S_{\oplus\equiv} \)

Recall that we prove non-uniqueness of the representation schemes by showing that answer to one of the following questions for each of the schemes is yes:

Q1: Can two relations under a representation scheme have different sets of \( u \)-tuples but the same set of instances?

Q2: Consider two relations under a representation scheme having the same sets of \( u \)-tuples. Can these relations have non-equivalent constraints over the \( u \)-tuples, yet the same set of instances?

The table below summarizes the answers to the two questions for \( S_2 \) and \( S_{\text{prop}} \). We consider both cases where the relations contain duplicates and where they don’t. In addition, we consider a restricted version of \( S_2 \) where only mutual-exclusion (\( \oplus \)) or mutual inclusion (\( \equiv \)) constraints are allowed between tuples. We call this restricted representation scheme \( S_{\oplus\equiv} \).

<table>
<thead>
<tr>
<th>Q3</th>
<th>( S_2 )</th>
<th>( S_{\text{prop}} )</th>
<th>( S_{\oplus\equiv} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>No</td>
<td>Yes(^a) Yes(^b) No(^a)</td>
<td></td>
</tr>
<tr>
<td>Q2</td>
<td>Yes(^a) Yes(^b) Yes(^b) No(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3</td>
<td>No</td>
<td>Yes(^a) Yes(^b) Yes(^b) No(^a)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Uniqueness

The superscript in the table above points to the proof for that entry.

Proof. a: Consider two relations \( R_1 = (T_1, f_1) \) and \( R_2 = (T_2, f_2) \). Let \( T_1 \) contain \( t_1 = (a) \) and \( t_2 = (b) \) and \( T_2 \) contain \( s_1 = (a) \). Now if \( f_1 = t_1 \wedge \neg t_2 \) and \( f_2 = s_1 \), then \( I(R_1) = I(R_2) \).

b: Consider two relations \( R_1 = (T_1, f_1) \) and \( R_2 = (T_2, f_2) \). Let \( T_1 = T_2 \). If \( f_1 \neq f_2 \), then there must be some assignment, \( \sigma \), of 1s and 0s to the tuples of the relations such that \( f_1(\sigma) = 1 \) and \( f_2(\sigma) = 0 \) or vice-versa. Since \( T_1 \) and \( T_2 \) do not contain duplicates, the instance represented by \( \sigma \) in \( I(R_1) \) cannot be obtained by any other assignment of truth.
values to variables in $T_1$ and hence in $T_2$. Thus $I(R_1) \neq I(R_2)$.

c: Consider two relations $R_1 = (T_1, f_1)$ and $R_2 = (T_2, f_2)$. Let $T_1$ contain one tuple, $t_1 = (\{a, b\})$ with $f_1 = t_1$. Let $T_2$ contain two tuples, $s_1 = (a)$, $s_2 = (b)$ with $f_2 = (s_1 \lor s_2) \land \neg s_1 \lor \neg s_2$. Then $I(R_1) = I(R_2)$.

d: Consider two relations, $R_1 = (T_1, f_1)$ and $R_2 = (T_2, f_2)$ with $T_1 = T_2$ containing the tuples $t_1 = (a)$, $t_2 = (a)$, $t_3 = (a)$ and $t_4 = (b)$. Let $f_1 = (t_1 \lor t_2) \land (\neg t_1 \lor \neg t_2) \land (t_2 \lor t_3) \land (\neg t_2 \lor \neg t_3) \land (t_3 \lor t_4) \land (\neg t_3 \lor \neg t_4)$ and $f_2 = (t_1 \lor t_2) \land (\neg t_1 \lor \neg t_2) \land (t_3 \lor t_4) \land (\neg t_3 \lor \neg t_4)$. $f_1$ and $f_2$ are not equivalent, but $I(R_1) = I(R_2)$.

e: Let $T_1$ and $T_2$ be the tuple sets of two relations $R_1$ and $R_2$ that have the same set of possible instances. We show that every tuple that belongs to $T_1$ occurs with the same multiplicity in $T_2$ and vice versa. So in order to get a contradiction, let us assume that $t$ occurs $m$ times in $T_1$ and $n$ times in $T_2$ and let $m > n$. Now look at the instance, $T$, in $I(R_1)$ that contains $t$ the most number of times. In particular, let $t$ occur $r$ times in this instance. This means that some instance in $I(R_2)$ also contains $r$ ts. Consider the assignment of 1s or 0s to the boolean variables corresponding to the tuples in $R_2$ that produced this instance. Inverting this assignment would also satisfy the constraints of the relation and would produce an instance containing $n - r$ ts. So there must be an instance in $I(R_1)$ that also contains $n - r$ ts. Now consider the assignment of 1s to 0s to the boolean variables corresponding to the tuples in $R_1$ that produced this instance. Once again, inverting this assignment would satisfy the constraints of $R_1$ and would produce an instance containing $m - n + r$ ts. But $m - n + r > r$ since $m > n$ and hence $I$ cannot be the instance in $I(R_1)$ containing the most number of ts resulting in a contradiction.

f: Consider two relations, $R_1 = (T_1, f_1)$ and $R_2 = (T_2, f_2)$ with $T_1 = T_2$ containing the tuples $t_1 = (a)$, $t_2 = (a)$, $t_3 = (a)$ and $t_4 = (b)$. Let $f_1 = (t_1 \lor t_2) \land (t_2 \lor t_3) \land (t_3 \lor t_4)$ and $f_2 = (t_1 \lor t_2) \land (t_3 \lor t_4)$. $f_1$ and $f_2$ are not equivalent, but $I(R_1) = I(R_2)$.

g: Consider tuple sets $T_1 = T_2$ with three u-tuples $t_1 = (\{a, b\})$, $t_2 = (\{b, c\})$ and $t_3 = (\{c, a\})$. Let $f_1 = ((t_1 \lor t_2) \land \neg t_3)$ and $f_2 = ((t_1 \lor t_2) \land \neg t_3)$. It can then be seen that $I(R_1) = I(R_2)$ where $R_1 = (T_1, f_1)$ and $R_2 = (T_2, f_2)$.

A.3 Proof of Theorem 3.3

Proof. We consider each of the models in turn:

$S_2$ without duplicates: Consider two relations $R_1 = (T_1, f_1)$ and $R_2 = (T_2, f_2)$ in $S_2$. We first modify $T_1$, $T_2$, $f_1$ and $f_2$ to create $T'_1$, $T'_2$, $f'_1$ and $f'_2$ respectively such that $T'_1 = T'_2$, $I(T'_1, f'_1) = I(T_1, f_1)$ and $I(T'_2, f'_2) = I(T_2, f_2)$. The problem then reduces to testing for the equivalence of $f'_1$ and $f'_2$. In order to make the two tuple sets equal, we remove tuples and make changes to the formulas as follows: If a tuple $t$ is present in $T_1$, but not in $T_2$, we check to see if there is any instance of $R_1$ that contains $t$. This is easily accomplished by setting the variable corresponding to $t$ to True in $f_1$ and checking to see if $f_1$ is satisfiable. Since $f_1$ is in 2-CNF form - this can be checked in polynomial time. If the formula remains satisfiable, then $R_1$ and $R_2$ cannot be equivalent since no instance of $R_2$ can contain the tuple $t$. On the other hand if the formula is no longer satisfiable, it means that no instance of $R_1$ contains $t$ and $t$ can be removed from $T_1$. $f_1$ is modified by removing the variable corresponding to $t$ from it. Similarly tuples in $T_2$ that are not present in $T_1$ can also be removed. In the end, we are left with two equal tuple sets and two 2-CNF formulas $f'_1$ and $f'_2$ whose equivalence can be tested in polynomial time.

$S_2$ with duplicates: We prove that testing for the equivalence of two relations in $S_2$ when the relations contain duplicates is NP-hard via a reduction from Vertex Cover. Given a graph, $G = (V, E)$, we would like to determine if the graph contains a vertex cover of size $k$. For any such graph, we construct a relation $R_1$ in $S_2$ by creating a tuple $t_i = (x)$ for each vertex $v_i \in V$. For each edge $e_{ij} \in E$, we add a constraint to the formula of the form $(v_i \lor v_j)$. We then construct another relation $R_2$ in $S_2$ with $|V|$ tuples $t_1 = t_2 = \ldots = t_{|V|} = (x)$ and formula $f_2 = t_1 \land t_2 \land \ldots \land t_{|V|}$. Now $G$ contains a vertex cover of size $k$ if and only if $R_1$ and $R_2$ are equivalent.

$S_{prop}$: We show that testing for the equivalence of two $S_{prop}$ relations is NP-hard via a reduction from SAT. Given a SAT formula, $\sigma$, we construct an $S_{prop}$ instance, $R$, with a distinct tuple for every variable and with $\sigma$ as the formula over the tuples. Now $\sigma$ is satisfiable if and only if $R$ is not equivalent to an $S_{prop}$ relation with an empty set of u-tuples.

B Minimization Proofs

B.1 Tuple Versus Constraint Minimality

Proof of Theorem 4.3: Given $R_1$ and $R_2$, we give an algorithm to construct $R = (T, f)$ such that $|T| < |T_1|$ and $\text{size}(f) \leq \text{size}(f_1)$. First we construct an $S_{tuple}$ relation $R_{12}$ with every u-tuple being collection of mutually exclusive tuples. Two tuples, $t_1$ and $t_2$, of a relation are said
to be mutually exclusive if (1) no instance of the relation contains both \( t_1 \) and \( t_2 \) and (2) any instance of the relation containing \( t_1 \) can be converted to another instance of the relation by replacing \( t_1 \) with \( t_2 \) (and vice versa).

The u-tuples in \( R_{12} \) are obtained by first converting the u-tuples with attribute-ors in \( R_1 \) and \( R_2 \) into u-tuples with tuple-ors. Each such u-tuple is a set of mutually exclusive tuples. We can now look at combinations of u-tuples from \( R_1 \) and \( R_2 \) to form the smallest number of u-tuples, \( T \), each of which can be represented as attribute-ors. This number of u-tuples is less than \( |T_1| \) as \( R_2 \) itself has fewer u-tuples that \( R_1 \). Let us assume for this proof we have constraints over u-tuples with tuple-ors (which are equivalent to the constraints over attribute-ors).

We will now show how to transform \( f_1 \) to constraints over \( T \). The u-tuples in \( T \) can be obtained from those in \( T_1 \) by a series of splits and combines: sets of tuples in the u-tuples of \( R_1 \) are either split into two sets, or two sets of tuples are combined into one.

All necessary splits of u-tuples in \( R_1 \) are first performed, and then the u-tuples are combined to obtain \( T \). Since \( R_{12} \) has fewer u-tuples than \( T_1 \), the number of combines is more than the number of splits. Further, every split of a u-tuple necessarily gives rise to a combine (otherwise the split would not have been performed itself). Each time either a split or combine is performed, we modify the formula so that the new relation with the modified u-tuples and formula remains equivalent to \( R_1 \). We now describe how the formula is modified during splits and combines, and it can be seen that the number clauses added during splits are reduced back during combines. Hence we ultimately get a formula with size at most that of \( f_1 \).

**Splits:** Consider relations \( R = (T, f) \) and \( R' = (T', f') \) where \( T' = (T - t) \cup t_1 \cup t_2 \) and \( t_1 \) and \( t_2 \) are obtained by splitting set \( t \in T \). We would like to modify \( f \) to obtain \( f' \) such that \( R' \equiv R \). We start off by adding the constraint \(-t_1 \lor -t_2 \) to \( f \). Then every occurrence of \( t \) in \( f \) is replaced by \( t_1 \lor t_2 \). And every clause of the form \(-t \lor C \) is replaced by two clauses, \(-t_1 \lor C \) and \(-t_2 \lor C \). This transformation preserves the equivalence of \( R \) and \( R' \) while adding \( k + 1 \) clauses, where \( k \) is the number of clauses containing \(-t \).

**Combinations:** Consider relations \( R = (T, f) \) and \( R' = (T', f') \) where \( T' = (T - t_1 - t_2) \cup t \) and \( t \) is obtained by combining \( t_1 \) and \( t_2 \). We modify \( f \) to obtain \( f' \) such that \( R' \equiv R \). Without loss of generality, assume that the number of clauses containing \(-t_1 \) is at least as large as the number of clauses containing \(-t_2 \). Then delete all clauses containing \(-t_1 \) and replace every occurrence of \( t_2 \) and \(-t_2 \) with \( t \) and \(-t \) respectively. Also replace every clause of the form \( t_1 \lor C \) with \( C \). This transformation preserves the equivalence of \( R \) and \( R' \) while reducing the number of clauses in the formula by \( l \) where \( l \) is the number of clauses containing \(-t_1 \).

---

### B.2 Incremental Minimality of Operations

**Proof of Theorem 4.6:**

We show here that the algorithms presented in [20] maintain incremental under union and cross product. We just need to show that no u-tuples in the result of union or cross product can be merged. That is, if we start with two \( S_{prop} \) relations \( R_1 \) and \( R_2 \) with the minimum number of u-tuples, the algorithms in [20] give \( S = R_1 \cup R_2 \) and \( T = R_1 \times R_2 \), where \( S \) and \( T \) have minimal number of u-tuples.

**Union:** The result \( S = R_1 \cup R_2 \) has the union of the u-tuples in \( R_1 \) and \( R_2 \). Now note that no instances of u-tuples from \( R_1 \) can be merged from those of \( R_2 \). This follows from the fact that we use multiset semantics, and merging tuples, say \( t_1 \) and \( t_2 \) would eliminate the possible instance in \( S \) which contained both \( t_1 \) and \( t_2 \); there has to be such an instance containing both \( t_1 \) and \( t_2 \) as \( R_1 \) and \( R_2 \) being minimal, every u-tuple in them appears in some instance. Finally, if we can merge u-tuples in \( R_1 \) (or \( R_2 \) resp.) itself, then this violates minimality of \( R_1 \) (\( R_2 \) resp.).

**Cross Product:** Now consider \( S = R_1 \times R_2 \). The result \( S \) contains a u-tuple for every combination of u-tuples from \( R_1 \) and \( R_2 \). Here again, merging any two instances of u-tuples from \( R_1 \) and \( R_2 \) would change the possible instances of \( S \). Suppose we merged two tuples \( t_1 \) and \( t_2 \), both these were in distinct u-tuples in a least one of \( R_1 \) and \( R_2 \), and there must have been an instance containing both \( t_1 \) and \( t_2 \), which is ruled out after merging.

---

**Failure of Selection, Projection and Natural Join:**

We show that the most natural algorithms of performing these operations fail to maintain incremental minimality. In other words, we show that after performing these operations, it may become necessary to merge two u-tuples in the result. Consider an \( S_{prop} \) relation \( R \) with one attribute \( X \) having two possible instances:

\[
\begin{align*}
P_1 & : (1), (3) \\
P_2 & : (2)
\end{align*}
\]

It can be seen that any \( S_{prop} \) relation that represents exactly the possible instances above would need to have three u-tuples \( \{t_1 : (1), t_2 : (2), t_3 : (3)\} \). Now performing the selection \( R' = \sigma_{X > 1}(R) \) we get the possible instances:

\[
\begin{align*}
P'_1 & : (3) \\
P'_2 & : (2)
\end{align*}
\]

As can be seen, now the tuples (2) and (3) can be merged in the result to give the representation: \( \{(2), (3)\} \), and just retaining \( t_2 \) and \( t_3 \) as u-tuples does not give the minimal result.

We now similarly show a case where u-tuples can be merged after applying projection. Consider the relation \( S(X, Y) \) with two attributes and just one possible world:

\[
\begin{align*}
P_1 & : (p, 1), (q, 2)
\end{align*}
\]
The minimal $S_{prop}$ relation for $S$ would need two $u$-tuples $\{t_1; (p, 1) \text{ and } t_2; (q, 2)\}$. However, on performing $S' = \Pi_1(S)$, the result is a single possible world with two tuples $(p)$ and $(q)$. In this result, $t_1'$ and $t_2'$ can be merged to give a single $u$-tuple $\{p, q\}$.

For natural join, we use an idea similar to selection: replace $(1)$, $(2)$ and $(3)$ in $R$ with $(a, 1)$, $(b, 2)$ and $(b, 3)$, and then perform the join of $R$ with $T$ having a single possible instance $(b)$. The result of $R \bowtie T$ is:

$$P1': (b, 3)$$
$$P2': (b, 2)$$

Here again the tuples $(b, 2)$ and $(b, 3)$ can be merged in the result to form one $u$-tuple $\{(b, 2), (b, 3)\}$. Therefore, for these operations if we want to maintain incremental minimality, we need to detect possible merges of the resulting $u$-tuples, and just the natural algorithm without merging does not work.

Finally, we show that in general, maintaining minimal number of $u$-tuples while performing operations is a hard problem. This can be seen by a direct reduction from the NP-complete bi-clique cover problem to the minimality of number of $u$-tuples for two attributes. An instance of the bi-clique-cover problem is reduced to a set of tuples over two attributes with $(a, b)$ added if and only if there is an edge between $a$ and $b$. Any arbitrary set of tuples can be obtained from a minimal $S_{prop}$ relation with exactly one $u$-tuple containing the cross product of all possible vertex combinations: We perform a selection only to retain the edges in the input of the bi-clique cover problem.

C Approximate Representation Proofs

**Proof of Theorem 5.2:** First note that Algorithm $S_{tuple}$-REP runs in polynomial time in $P$: Steps 1-6 require at most a pass of the instances in $P$. In the final step we check whether the constructed $R$ represents exactly $P$. Even a brute force implementation of this would take at most quadratic time in $P$; we can enumerate the instances of $R$ and check if they appear in $P$, each with a scan of $P$.

We now show that the algorithm correctly returns $R$ whenever an $S_{tuple}$ representation of $P$ exists. Clearly if it returns $R$, it is a representation of $P$ (Step 7). Finally we show if no $R$ is returned, there does not exist any $S_{tuple}$ representation of $P$; in other words, we show that every step in the algorithm adds tuples to $u$-tuples of the partially generated $R$ in the only way possible. When we look for the addition of $t_1$ in step 5, we look at its co-occurrences with other added tuples. We then find a representation for the restriction of $P$ to tuples $t_1, \ldots, t_i$, and there is a unique $S_{tuple}$ representation for this (if any). So if we can add $t_i$, this is the unique possible way of adding $t_i$, and if there is no representation for the restriction of $P$ to $t_1, \ldots, t_i$, there is no $S_{tuple}$ representation of $P$. □

**Proof of Lemma 5.4:** We show that the set of $n$ possible instances from Example 5.5 has no constant factor approximation under the Jaccard measure of similarity between possible instances. Consider some approximation $R$ which agrees with $P = \{P_1, \ldots, P_n\}$ on exactly $k$ instances, $0 \leq k \leq n$. Let the number of possible instances of $R$ be $m$; the approximation is then given by $|I(R) \cap P|/|I(R) \cup P| = k/(n + m - k)$. Note that for $R$ to have a constant factor approximation, $k = \Omega(n)$.

Now since $R$ has $k$ possible instances from $P$, the tuples of at least $k$ of the possible instances must be in the $S_{tuple}$ representation of $R$. Further, whenever tuples for a particular instance, say $P_i$, are chosen, the rest of the tuples are not present in the instance. So either the $u$-tuples for all $(k, 1)$ and $(k, 2)$, $j \neq k$ have ‘?’ or are in the same $u$-tuples as $(j, 1)$ and $(j, 2)$ respectively. It can be seen that under these conditions, for $m$ to be smallest we have just two $u$-tuples in $R$, the first one being $(i_1, 1) \mid (i_2, 1) \mid \cdots \mid (i_k, 1)$ and the second being $(i_1, 2) \mid (i_2, 2) \mid \cdots \mid (i_k, 2)$. Even in this case we have $k^2$ possible instances, and so we do not get a constant factor approximation. □

**Proof of Theorem 5.7:** We first show the NP-hardness of finding the best approximation by a reduction from the NP-complete minimum graph coloring problem. Consider an input graph $G(V, E)$ to the minimum graph coloring problem. We construct a set $P$ of $|E|$ possible instances over a schema with one attribute. For all $v_i, v_j \in V$, the instance containing the two tuples $(v_i)$ and $(v_j)$ is in $P$ if and only if $(v_i, v_j) \in E$. Intuitively, a possible instance being covered by an approximation $R$ imposes the condition that the endpoints of that edge are colored differently in $P$. Any approximation $R$ under the conditions mentioned in the paper is a coloring of $G$ with each $u$-tuple being a different color. Firstly, since the maximum multiplicity of any tuple in a possible instance is 1, each tuple appears in at most one $u$-tuple in $R$. Therefore, each coloring gives an approximation with the number of $u$-tuples being the number of colors, and vice versa. The best approximation gives the minimum number of $u$-tuples required and hence the minimum number of distinct colors required to color $G$.

We now show an inverse mapping: reducing an instance of the best approximation problem to that of minimum graph coloring, which is known to admit a $\delta/7$-differential approximation [42]. Let us say we are given a set $P$ of possible instances. As a first step, we make the maximum multiplicity of any tuple to be 1. For example, let us say there is a tuple $t$ that appears a maximum of 2 times in instances of $P$; each first instance is replaced by $t_{1}$, and second instance by $t_{2}$. We now construct a graph $G(V, E)$ with each distinct tuple $t_{i}$ in any instance of $P$ being a vertex, and adding an edge $(t_{i}, t_{j})$ if and only if they appear together in some instance of $P$. It can again be seen that every coloring of $G$ gives an approximation of $P$, and every approximation of $P$ gives a coloring of $G$. Thus,
the best approximation of $P$ is obtained by assigning every tuple corresponding to a vertex with the same color to a $u$-tuple.

\[\square\]

D Closure versus Completeness

Proof

Proof of Theorem 6.1:

We show the result for the set $\{\Pi, \bowtie\}$, and this implies that the result holds for $\{\Pi, \times, \sigma\}$, because a join can be performed as a cross product, followed by selection and projection. We show how any arbitrary set of possible instances $P = \{I_1, I_2, \ldots, I_n\}$ can be represented in $S$. Start with an uncertain relation $R$ with two possible instances, $P_1:(1)$ and $P_2:(2)$ that is representable in $S$. Perform $R' = R \bowtie \theta R$, where $\theta$ is the empty condition. Since we look at uncertain relations, the two uncertain relations $R$ in the expression for $R'$ are independent of each other and the result of the join gives four possible instances: $P_1:(11)$, $P_2:(12)$, $P_3:(21)$, and $P_4:(22)$. We keep performing such joins till we get $n$ possible instance. (If $n$ is not a power of 2, we get the next power of 2 possible instances and then join with a regular relation with $n$ tuples to get exactly $n$ possible instances.) Let us call this uncertain relation $T_1$, that is representable in $S$.

We now construct a regular relation $T_2$ as follows. The schema of $T_2$ has all attributes in the schema of the instances of $P$, and also all attributes in $T_1$. The tuples of $T_2$ are obtained by taking all tuples of $I_j$, padding them with the tuples in $P_j$ of $T_1$ and including them in $T_2$. Since $T_2$ is a regular relation, it can be represented in $S$.

Finally, since $T_1$ and $T_2$ are representable in $S$, so is $\Pi_X(T_1 \bowtie T_2)$ where $X$ is the set of attributes in $P$. And notice that $\Pi_X(T_1 \bowtie T_2)$ has exactly the possible worlds of $P$, and so $P$ is representable in $S$. \[\square\]