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Abstract

The goal of the data warehousing project at Stanford (the WHIPS project) is to develop algorithms and tools for the efficient collection and integration of information from heterogeneous and autonomous sources, including legacy sources. In this paper we give a brief overview of the WHIPS project, and we describe some of the research problems being addressed in the initial phase of the project.

1 Introduction

A data warehouse is a repository of integrated information, available for querying and analysis [13, 14]. As relevant information becomes available or is modified, the information is extracted from its source, translated into a common model (e.g., the relational model), and integrated with existing data at the warehouse. At the warehouse, queries can be answered and data analysis can be performed quickly and efficiently since the information is directly available, with model and semantic differences already resolved. Furthermore, warehouse data can be accessed without tying up the information sources (e.g., holding locks or slowing down processing), accessing data at the warehouse does not incur costs that may be associated with accessing data at the information sources, and warehouse data is available even when the original information source(s) are inaccessible.

The key idea behind the data warehousing approach is to extract, filter, and integrate relevant information in advance of queries. When a user query arrives, the query does not have to be translated and shipped to the original sources for execution (as would be done in, e.g., a mediated approach to information integration [19].) Not only can such translation and shipping be a complex operation, but it also can be time consuming, especially if the sources are many and remote. Thus, warehousing may be considered an “active” or “eager” approach to information integration, as compared to the more traditional “passive” approaches where processing and integration starts when a query arrives. Warehousing also simplifies metadata management, and it provides a trusted and long-term repository for critical data that is under the control of the end-user.

One potential drawback of the warehousing approach is that data is physically copied from the original sources, thus consuming extra storage space. However, given dropping storage prices and the fact that data can be filtered or summarized before it is warehoused, we do not believe this is a serious problem. A more significant problem is that copying data introduces potential inconsistencies with the sources—warehouse data may become out of date. Another potential drawback is that the “warehouse administrator” must specify in advance what sites data should be extracted from, and which data should be copied and integrated. For these reasons, the data warehousing approach may not be appropriate when absolutely current data is required, or when clients have unpredictable needs.
In reality, we believe that data warehousing should be seen as a complement, not a replacement, to passive query processing schemes, or to ad-hoc exploration and discovery mechanisms [2, 11]. For example, ad-hoc discovery mechanisms can identify information of interest, which can be collected at the warehouse, improving and simplifying access to the information.

The following examples suggest some of the application areas or characteristics for which the warehousing approach to information integration seems well suited.

1. **Collecting scientific data.** In these applications, large amounts of heterogeneous data are created so rapidly that real-time query processing becomes impossible. Furthermore, the sources may be sporadic and unreliable, so that warehousing the data in a safe and convenient location for later processing is appropriate.

2. **Maintaining historical enterprise data.** Processing and mining enterprise data (e.g., computing the sales history of all stores of a large supermarket chain over a certain period of time) is a resource-intensive job that is better performed off-line so as not to affect the day-to-day operations of the business. Thus it is desirable to move historic enterprise data away from the mainstream transaction processing systems where the data is created into an enterprise-owned data warehouse.

3. **Caching frequently requested information.** By storing in the data warehouse previously fetched and integrated answers to frequently asked queries, the inherent disadvantages of federated database systems (e.g., inefficiency, delay in query processing, etc.) can be overcome, resulting in improved performance and efficiency.

In this paper we present a brief overview of the data warehousing project we are undertaking at Stanford, called WHIPS (for “WaneHouse Information Project at Stanford”). The goal of the WHIPS project is to develop algorithms and tools for the efficient collection and integration of information from heterogeneous and autonomous sources. Because the project is quite new—it began officially in January 1995—our focus in this paper is on the overall architecture of the system (Section 3), and on some of the specific research issues that we have investigated to date (Section 4).

## 2 Related Research

An introduction to data and knowledge warehousing is presented in reference [15]. In this book, the advantages of the warehousing approach are put forth and a general architecture and suggested functionality are presented. There has been a significant amount of research in the database and knowledge-base community related to the problem of integrating heterogeneous database and knowledge bases; representative literature is [4, 6, 10, 16, 17, 18, 19, 20]. Much of this work uses the “passive” approach discussed in the introduction. Some of the approaches rely on modifying the individual databases to conform to a “global schema.” Despite these differences with our project, there are still a number of similarities, e.g., translating heterogeneous data into a common model, merging data from multiple sources, propagating data from source to target databases, etc. Hence, we are adapting methods from the heterogeneous database literature to the mediation and integration aspects of our warehousing approach.

If one considers the data residing in the warehouse as a materialized view over the data in the individual information sources, then it may be possible to adapt previously devised algorithms for view maintenance to the problem of change propagation and warehouse updating in the data warehousing environment. Two important differences with the traditional view maintenance problem are (1) the heterogeneity of the sources, and (2) the autonomy of the sources. The second problem implies that sources may not fully cooperate in view management, which leads to problems discussed in Section 4.3
below. Previously devised algorithms for view maintenance can be found in [1, 3, 5], and we have built upon these in our solutions.

The problem of monitoring individual databases to detect relevant changes is central to the area of active databases, as represented in, e.g., [7, 9, 12]. We are exploiting appropriate parts of this technology in the WHIPS project.

3 Architecture

Figure 1 illustrates the basic architecture of our system. The bottom of the figure depicts the multiple information sources of interest. These sources could include imagery, video, and text data, along with more traditional data sources such as relational tables, object-oriented structures, or files. Data that is of interest to the client(s) is copied and integrated into the data warehouse, depicted near the top of the figure.\(^1\) Between the sources and the warehouse lie the (source) monitors and the integrator. The monitors are responsible for automatically detecting changes in the source data. Whenever the source content changes, the new or updated information that is relevant to the warehouse is propagated to the integrator. More details on how monitors operate and how they can be implemented are provided in Section 4.1.

The integrator is responsible for bringing source data into the warehouse. Integrating heterogeneous data into an existing schema is a difficult problem requiring several steps. First, the data must be made to conform to the conceptual schema used by the warehouse. Then the data must be merged with existing data already present, in the process resolving inconsistencies that might exist between the source and warehouse data. In essence, the integrator is where the differences across information sources are specified, where relationships among data at multiple sources are defined, where duplicates and inconsistencies are detected, and where it is determined how information will be integrated into the warehouse. More details on our approach to integration are provided in Section 4.2.

\(^1\)If feasible, the client(s) may initially choose to replicate all of the data in order to get an overview of what is available before making a choice.
At the top of the figure are the *client applications* that let users interact with the warehouse. Currently we plan to provide only the basic query capabilities offered by any “off-the-shelf” database system, but additional capabilities (e.g., decision support, data mining, etc.) can be added at a later point if necessary.

A number of features of our planned architecture are not depicted explicitly in Figure 1. For example, although in the figure it appears that information flow is exclusively “upwards” (from information sources through monitors to the integrator and finally to the warehouse), in reality it often becomes necessary for the integrator to submit queries to one or more information sources in order to correctly integrate new or updated information (see Sections 4.2 and 4.3). Also note that the figure depicts *run-time* aspects of the system only. It is our ultimate goal to provide, in addition, a powerful *compile-time* component. Using this component, the desired contents of the warehouse are specified by the warehouse administrator. From this specification, appropriate monitors and an appropriate integrator are generated in an automatic or semi-automatic fashion, leading to easy and fast system configuration and reconfiguration for a variety of client needs.

## 4 Currently Under Investigation

There are numerous challenges associated with realizing the architecture in Figure 1. In this section we briefly summarize the main issues we have been addressing in the initial phase of the project.

### 4.1 Monitors

Monitors detect changes to an information source that are of interest to the warehouse and propagate the changes in a generic format to the integrator. If the source is a full-functionality database system, it may be possible for the monitor to simply define an appropriate set of triggers and wait to be notified of changes. Another option may be for the monitor to examine the update log file and extract the changes of interest. In other cases, such as legacy systems, the monitoring task may be much harder. Typically, legacy systems do not have trigger or logging capabilities (or, if such capabilities are present, they are not available to an external component like the monitor). In these cases, there are two options:

- Every application that changes the source data is modified so it emits appropriate notification messages to the monitor. For example, the application program that creates a new patient record for a hospital database will send a message to the monitor giving the new patient’s name, status, and so on. Clearly, application level notifications are not particularly desirable, but they may need to be used when the underlying storage system will not perform notifications itself.

- A utility program is written that periodically dumps the source data into a file, and the monitor compares successive versions of the file. Many legacy systems already have dump utilities, typically used for backup or copying of data. Although the dump file format is usually specific to the legacy system, it often is possible to describe its “schema” in a generic way. We refer to the problem of detecting modifications by comparing successive dumps as the *snapshot differential* problem. Again, this solution is not particularly desirable, but it may often need to be used in practice.

We are currently focusing on solutions to the snapshot differential problem. One simple version of this problem is stated as follows: Each snapshot is a semistructured file $F$ of the form $\{R_1, R_2, \ldots, R_n\}$, where $R_i$ denotes a row or record in the file. Each row is (logically) of the form $\langle K, B \rangle$, where $K$ is a key value and $B$ is an arbitrary value representing all non-key data in the record. Given two files $F_1$
(the old file) and $F_2$ (the new file), produce a stream of change notifications. Each change notification is one of the following forms:

1. $\text{updated}(K_i,B_1,B_2)$, indicating that the row with key $K_i$ has value $B_1$ in file $F_1$ and value $B_2$ in file $F_2$.

2. $\text{deleted}(K_i,B_1)$, indicating that there exists a row with key $K_i$ and value $B_1$ in file $F_1$, but no row with key $K_i$ in file $F_2$.

3. $\text{inserted}(K_i,B_2)$, indicating that there exists a row with key $K_i$ and value $B_2$ in file $F_2$, but no row with key $K_i$ in file $F_1$.

Note that rows with the same key may appear in different places in files $F_1$ and $F_2$. The snapshot differential problem is similar to the problem of computing joins in relational databases (outerjoins, specifically), because we are trying to match rows with the same key from different files. However, there are some important differences, among them:

- For snapshots, we may be able to tolerate some rows that are not “properly” matched. For example, suppose files $F_1$ and $F_2$ are identical except $F_1$ contains the row with key $K_1$ at the beginning, while $F_2$ contains $K_1$ towards the end. A simple “sliding window” snapshot algorithm might see $K_1$ in $F_1$ and try to find it in the first $N$ (say) rows of $F_2$. Not seeing it there, it will report a deleted row with key $K_1$. Later, the algorithm will find $K_1$ in the second file and will report it as an inserted row. The superfluous delete and insert may create unnecessary work at the warehouse, but will not cause an inconsistency and therefore may be acceptable. In exchange, we may be able to construct a much more efficient snapshot differential algorithm, using an approach that cannot be used for relational (outer-)join.

- For the snapshot problem, we may be able to tolerate efficient probabilistic algorithms. For instance, suppose the $B$ fields are very large. Instead of comparing the full $B$ fields to discover differences, we may hash them into relatively small signatures. Consequently, there will be a small probability that we will declare rows $\langle K_i, B_1 \rangle$ and $\langle K_i, B_2 \rangle$ to be identical because the signatures matched, even though $B_1 \neq B_2$. However, a few hundred bits for the signature makes this probability insignificant, and this approach lets us dramatically reduce the size of the structures used in matching and differentiating rows.

- The snapshot problem is a “continuous” problem, where we have a sequence of files, each to be compared with its predecessor. Thus, in comparing $F_2$ to $F_1$, we can construct auxiliary structures for $F_2$ that will be useful when we later compare $F_3$ to $F_2$, and so on.

We are currently experimenting with several solutions to the snapshot differential problem. Some of the algorithms are similar to traditional join algorithms such as sort-merge join and hash join. Others are similar to UNIX diff and may not produce the minimal set of change notifications. The performance of these algorithms depends largely on the characteristics of the snapshots, e.g., whether the files are ordered or almost ordered, whether the keys are unique, whether the modifications are restricted to inserts only, etc. We have implemented an initial, simple differential monitor. It takes as input a schema specification for the files to be compared. It then analyzes the snapshot files using a sort-merge algorithm, sending change notifications to the integrator. Based on this framework, we plan to implement and evaluate several of the other schemes discussed above.
4.2 Integrator

The integrator component receives change notifications from the monitors and must integrate the changes into the warehouse. We are developing an approach where the integrator is implemented as a rule-based engine. Each rule is responsible for handling one kind of change notification, and is implemented as an object-oriented method. The method is called (or “triggered”) whenever a monitor generates a change notification of the appropriate type. The method body then performs the necessary processing to integrate the change into the warehouse. During this processing, the method may need to obtain additional data from the warehouse, or from the same or other sources. For example, suppose the warehouse keeps the average salary of employees at a company. When an update to an employee salary is reported, the update rule will have to obtain the current average from the warehouse in order to compute the new value. Scenarios where the integrator must obtain additional data from the sources are discussed in Section 4.3.

As discussed in Section 3, our ultimate goal is to provide a non-procedural, high-level specification language for describing how the relevant source data is integrated into the warehouse. Specifications in this language are compiled into the appropriate event processing code for the rule-based integration engine. This approach makes the integration process highly flexible and configurable, and allows the system to adapt easily to metadata changes at the sources or the warehouse.

For the initial implementation of our prototype, we are using the (CORBA compliant) Xerox PARC ILU distributed object system [8]. Using ILU allows the information sources, the monitors, the integrator, and the warehouse to run on different (distributed) machines and platforms while hiding low-level communication protocols, and it allows different components to be programmed using different languages.

4.3 Warehouse Update Anomalies

As mentioned in Section 2, in developing algorithms for integration one can think of a data warehouse as defining and storing a materialized view (or views) over the information sources. Numerous methods have been developed for maintaining materialized views in conventional database systems. Unfortunately, these methods cannot be applied directly in our warehousing environment. The key difference is that existing approaches assume that the system in which changes occur is the same system in which the view resides (or at least is a tightly-coupled related system). Consequently, when a change occurs, the system knows and has available any additional data needed for modifying the view.

In our warehousing environment, sources may be legacy or unsophisticated systems that do not understand views, and they are decoupled from the system where the view is stored. Sources may inform the integrator (through the monitor) when a change occurs, but they may not be able to determine or obtain additional data needed for incorporating the change into the warehouse. Hence, when a change notification arrives at the integrator, the integrator may discover that additional source data (from the same or different sources) is necessary to modify the view. When the integrator issues queries back to the sources, the queries are evaluated later than the corresponding changes, so the source states may have changed. This decoupling between the base data on the one hand (at the sources), and the view definition and view maintenance machinery on the other (at the integrator), can lead the to incorrect views at the warehouse. We refer to this problem as the warehouse update anomaly problem [21].

There are a number of mechanisms for avoiding warehousing update anomalies. As argued above, we are interested only in mechanisms where the source, which may be a legacy or unsophisticated system, does not perform any “view management.” The source will only notify the integrator of relevant changes, and answer queries asked by the integrator. We also are not interested in, for example,
solutions where the source must lock data while the warehouse view is modified, or in solutions where the 
source must maintain timestamps for its data. In the following potential solutions, view maintenance 
is autonomous from source changes.

**Recompute the view.** The integrator can either recompute the view whenever a change occurs at a 
source, or it can recompute the view periodically. Recomputing views is usually time and resource 
consuming, particularly in a distributed environment where a large amount of data might need 
to be transferred from the source to the warehouse.

**Store at the warehouse copies of all data involved in views.** By keeping up-to-date copies of 
all relevant source data at the warehouse, queries can be evaluated locally at the warehouse 
and no anomalies arise. The drawbacks are wasted storage and overhead for keeping the copies 
current.

**The Eager Compensating Algorithm.** The solution we advocate avoids the overhead of recom- 
puting the view or of storing copies of source data. The basic idea is to add to queries sent by 
the integrator to the sources compensating queries to offset the effect of concurrent updates. For 
details and examples of the Eager Compensating Algorithm, variations on the algorithm, and 
discussion of performance issues, refer to [21].

We plan to implement and experiment with the Eager Compensating Algorithm, along with the alternative approaches, within the rule-driven integrator framework described in Section 4.2.

## 5 Summary and Plans

Data warehousing is a valuable alternative to traditional “passive” approaches for integrating and 
accessing data from autonomous, heterogeneous information sources. The warehousing approach is 
particularly useful when high query performance is desired, or when information sources are expensive 
or transitory.

The initial WHIPS project testbed installed in our laboratory uses for its data warehouse a Sybase 
relational DBMS. We are currently using data from our University accounting system, which is supplied 
to us as large legacy snapshots. As described earlier, we are experimenting with simple monitors that 
compute changes between consecutive snapshots. We are also in the process of implementing the 
integrator component, using ILU objects as the communication infrastructure between the monitors 
and the integrator, and between the integrator and the warehouse. Since we have not yet developed 
our high-level integration description language, event processing code is currently “hard wired” into 
the integrator.

In addition to the work in progress described in Section 4, plans for the near (and not so near) 
future include:

- Migrate to a larger and more heterogeneous testbed application, most likely financial data from a 
  variety of sources including subscription services, monthly transaction histories, World-Wide-Web 
sites, news postings, etc. The heterogeneity of the sources in this application will provide impetus 
for experimenting with a wide variety of monitor types and will provide additional challenges for 
the integrator.

- Extend our work on snapshot differential algorithms to handle dump files with nested-object 
  structures in addition to flat record structures.
• Develop and implement algorithms that optimize the change propagation and integration process in our warehousing architecture. In particular, we would like to perform filtering of changes at the monitor level that is as sophisticated as possible, so that we can avoid overloading the integrator with change notifications that are discovered to be irrelevant to the warehouse. Conversely, we may find it useful to store certain additional data at the warehouse, so that we can eliminate the need to query the sources when a change notification occurs.

• Develop an appropriate warehouse specification language and techniques for compiling specifications into integration rules and appropriate monitoring procedures (recall Sections 3 and 4.2).
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